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The following table lists the revisions of this document.

Table 1: Revision History

Revision Change Description
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About this Guide

This User Guide describes the features supported in AOS-W 8.x and provides instructions and examples to
configure Mobility Master, managed devices, and access points. This guide is intended for system
administrators responsible for configuring and maintaining wireless networks and assumes administrator
knowledge in Layer 2 and Layer 3 networking technologies.

Throughout this document, branch Switch and local Switch are termed as a managed device.

HOTE

This chapter covers the following topics:
s What's New In AOS-W 8.7.0.0 on page 61

m  Fundamentals on page 67

m  System Requirements on page 69

m Supported Browsers on page 70

m Related Documents on page 70

m  Conventions on page 71

m  Contacting Support on page 71

This section lists the new features, enhancements, or hardware platforms introduced in AOS-W 8.7.0.0.

New Features and Hardware Platforms

Table 2: New Features in AOS-W 8.7.0.0

Enhancements Description

Air Slice Alcatel-Lucent's key RF differentiation, Air Slice, designed for 11ax APs
optimizes user experience and assures QoA to enterprise applications.
Air Slice combines AppRF and UCC for classifying applications and it also
supports custom flow definitions.

AP Boot Time The AP fast boot is supported on OAW-AP534, OAW-AP535, and OAW-
AP555 access points for booting up within a minute with full functionality
and configurations.

AP Fast Recovery The OAW-AP530 Series and OAW-AP550 Series access points now
support AP fast recovery feature for detecting firmware assert.

AP Master Discovery AOS-W now allows users to configure the preferred IP protocol for AP
master discovery.
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Enhancements Description

AP USB Management

AOS-W supports a new infrastructure to manage any USB device thatis
plugged to an AP. The infrastructure allows describing a USB device
through either CLI configuration or by using predefined descriptors,
USB device management through ACLs, plugin for USB devices, and
sending notification to other processes.

BLE Device Management

AOS-W now supports BLE device management through the IoT manager.
The loT manager allows configuration of BLE devices, provides visibility
of detected BLE devices, and categorizes the BLE devices.

BLE Operation Mode

AOS-W does not support BLE in OAW-AP203H Series (OAW-AP203H),
OAW-AP203R Series (OAW-AP203R and OAW-AP203RP), OAW-AP207
Series (OAW-AP207), OAW-AP 220 Series (OAW-AP224 and OAW-AP225),
and OAW-AP228 access points.

Captive Portal Authentication in

Bridge Mode

AOS-W supports captive portal authentication for VAPs in the bridge
forwarding mode.

Enhancements to Centralized
Licensing Feature

AOS-W allows L3 redundant Mobility Masters to be configured as relay
servers. For more details, see AOS-W 8.7.0.0 Licensing Guide.

Configuring the Mobility Master

IPv6 Address

It is now optional to configure the IPv4 address of the Mobility Master or
the managed device in a native IPv6 deployment.

WebUI Support for Configuring
loT

AOS-W allows configuration of loT transport profile, loT radio profile,
ZigBee service profile, and ZigBee socket device profile through the
WebUL.

AOS-W supports a new loT device class filter Exposure Notification.

Cluster Dashboard
Enhancements

Cluster dashboard is now visible in nodes other than the Managed
Network.

Cluster Heartbeats
Enhancements

New show commands are introduced to display more information about
the cluster heartbeats.

Disable AP Factory Reset

AOS-W allows users to disable AP factory reset while the AP is
operational.

Dashboard Monitoring

The following changes are introduced:

The Dashboard > Overview page displays the details of wired clients
connected in bridge mode.

The Wireless Clients table under Dashboard > Overview page displays
all the IP addresses that are associated with a particular client.

Duplicate Address Detection
(DAD)

The Duplicate Address Detection (DAD) feature identifies and prevents
IP conflicts in an IPv6 deployment and ensures that the configured
unicast IPv6 address is unique before it is assigned to a VLAN interface
on the AP.

HE Pooling and Automatic Tri-
Radio

AOS-W supports HE dedicated radios, pooling of HE clients to HE-
preferred radio, and automatic tri-radio mode.

IPv6 Support for RAPs ina
Cluster

AOS-W now assigns inner IPv6 pool to OAW-RAPs to establish tunnel in a
cluster deployment.

Mesh Links Table

The Dashboard > Overview > Radios > Mesh Links page is displayed
with the following information:

Cluster name

Status
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Enhancements Description

Uplink Age

Portal Access Point
Mesh Points

Band

Mesh Access List

The mesh access list feature allows each AP to establish mesh links only
with the whitelisted neighboring APs.

Default Ciphers

The managed devices and APs use SHA2 and Group 14 as default values.

Fast BSS Transition (802.11r)

Fast BSS transition is now operational with WPA3-Personal, WPA3-
Enterprise Basic, and WPA3-Enterprise Non-CNSA mode with GCM-256
encryption.

Green AP Support

OAW-AP514, OAW-AP515, OAW-AP534, OAW-AP535, OAW-AP555, AP-
504, AP-505, AP-505H, AP-518, and 570 Series access points support the
Green AP, a power saving feature.

Hotspot 2.0 Support

OAW-AP530 Series, OAW-AP555, and 570 Series access points now
support Hotspot 2.0.

Hybrid Model Support

AOS-W supports hybrid model that addresses issues regarding OAW-RAP
termination on VMC.

Intelligent Temperature
Monitoring System

AOS-W supports the intelligent temperature monitoring system. When
enabled, the temperature is dynamically controlled and the AP is allowed
to cool down.

|oT Data Filter

AOS-W supports data filters in the lot transport profile that reduce the
traffic on the telemetry interfaces.

IP Classification-based Firewall

AOS-W supports IP classification-based firewall that help to identify the IP
address and geolocation from where malicious activities originate.

IPv6 Support for CPPM
Downloadable User Role

AOS-W now allows to download the ClearPass Policy Manager (CPPM)
user role using the IPv6 address.

Native IPv6 Support

AOS-W provides native IPv6 support that allows enterprises to deploy
pure IPv6 wireless network in a Mobility Master-Managed Device

topology.

OpenSSL Upgrade

OpenSSL is upgraded from 1.01c to 1.02t for AOS-W 8.7.0.0-FIPS.

Optimizing cluster live upgrade

The live upgrade process is optimized to take less time to upgrade all the
devices in a cluster.

Radio Selection for Mesh Links

AOS-W now allows to configure the 5 GHz radio used for mesh links. This
feature is supported in dual-5 GHz and split-5 GHz radio enabled APs.
This feature is designed to offer better control of the RF environment in
mesh networks.

Multiple Policy Domains Support

AOS-W now supports mulitple policy domains for group profiles.

Spectrum Analysis Support

AP-504, AP-505, AP-505H, OAW-AP514, OAW-AP515, AP-518, and 570
Series access points now support spectrum analysis feature.
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Enhancements Description

Support for Diffie-Hellman
Groups in Enhanced Open

Security

AOS-W supports Diffie-Hellman Groups 20 and 21 for Enhanced Open
security. Previously AOS-W supported only Diffie-Hellman Group 19 for
Enhanced Open Security.

Support for Input-Filter on BLE
devices

AOS-W supports a input-filter for BLE devices. Only BLE devices that
should be reported are stored in the BLE-table.

Support for IPv4 and IPv6 APs in
a Cluster

AOS-W allows both IPv4 and IPv6 APs to connect to a cluster seamlessly,
irrespective of the cluster IP address family.

Support for loT Southbound API

AOS-W supports an loT Southbound API that allows interaction with loT
devices.

Support for New Modem

OAW-AP303H Remote Access Point now supports GT Netstick GLU-
194ST USB modem.

Support for SHA2 and DH Group

AOS-W supports HMA-SHA?2 and Diffie-Hellman Group 14 as the default
Ciphers. Therefore, the managed devices and APs use SHA2 and Group
14 as default values. Also, a new crypto isakmp policy, 10015 is
introduced to support SHA2 and Group 14.

Support for SHA-2
Authentication

AOS-Wsupports SHA-2 authentication for enhanced security and
encryption.

Support for SSH Protocol on APs

AOS-W allows SSH protocol over telnet protocol for high end encryption
and enhanced security to avoid any network attack or risk of malicious
users.

Support for Wiliot Sensor

AOS-W supports Wiliot sensors that provide battery-free BLE tags.

Thermal Shutdown Support

AOS-W supports thermal shutdown feature for all 802.11ax APs and for
mesh mode APs.

Virtual Intranet Access

AOS-W allows you to configure IPv6 address of the managed device in
VIA connection profile.

VLAN Pooling Resiliency

The VLAN pooling resiliency feature automatically assigns clients to the
next available VLAN ID if a particular VLAN pool is full.

Wi-Fi Uplink Support on 802.11r
APs

AOS-W now provides support for Wi-Fi uplink on all 802.11r enabled APs.

Web Server TLS version support

AOS-W supports TLS v1.2 as the default SSL protocol in the Web Server.

Working with IPv6 RAs

AOS-W provides support for DNS Search List (DNS-SL) option through
IPv6 Router Advertisements that allows the IPv6 clients to resolve
incomplete domain names.

ZigBee Sockets

Zigbee Socket Device may be configured and applied as a filter in loT
transport profile. With ZSD, specify the source endpoint, destination
endpoint, destination profile ID or destination cluster ID and the packets
between the ZigBee devices and server are transmitted through the
Alcatel-Lucent Telemetry Websocket.
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Table 3: New Hardware Platforms in AOS-W 8.7.0.0

Check with your local Alcatel-Lucent sales representative on new managed devices and access points
availability in your country.

Hardware Description

9000 Series Switches The 9012 Switch is a wireless LAN Switch that connects, controls, and
intelligently integrates wireless Access Points (APs) and Air Monitors
(AMs) into a wired LAN system. The Switch has advanced IDS
functionality and mobility services that is integrated with per user based
enforcement policies for better security.
The Switch has an in build Bluetooth functionality and hardware
integrated NFC support, with the following port configurations:

m 12 x10/100/1000BASE-T ports

e 6 X PoP+ ports

e MDI/MDX

m 2xUSB 3.0 port

m 1 x RJ45 console port

m 1 x Micro USB console port
For complete technical details and installation instructions, see Aruba
9012 Controller Installation Guide.

HOTE

AP-505H Access Points The Alcatel-Lucent AP-505H access points are entry-level, dual-radio
wireless AP that can be deployed in either Switch-based (AOS-W) or
Switch-less (Alcatel-Lucent AOS-W Instant) network environments. AP-
505H delivers high performance concurrent 2.4 GHz and 5 GHz
802.11ax Wi-Fi (Wi-Fi 6) functionality with 2x2 MU-MIMO radios, while
also supporting 802.11a, 802.11b, 802.11g, 802.11n, and 802.11ac
wireless services.
Additional features include:

m |[EEE 802.11a, IEEE 802.11b, IEEE 802.11g, IEEE 802.11n, IEEE

802.11ac, and IEEE 802.11ax operation as a wireless access point.

m Compatible with IEEE 802.3bt, IEEE 802.3at, and IEEE 802.3af PoE

standards.

m One uplink Ethernet port capable of data rates up to 2.5 Gbps.

m Four downlink Ethernet ports capable of data rates up to 1 Gbps,

including two 802.3at PoE PSE ports for supplying power to downlink

devices.

m Integrated BLE and Zigbee radios.

m Mesh

m Flexible USB host interface with 5W power sourcing capability.
For complete technical details and installation instructions, see Aruba
AP-505H Access Point Installation Guide.

AP-518 Access Points The Alcatel-Lucent AP-518 access points are high performance, multi-
radio, outdoor access point that can be deployed in either Switch-based
(AOS-W) or Switch-less (Alcatel-LucentAOS-W Instant) network
environments. These APs deliver high performance concurrent 2.4 GHz
and 5 GHz 802.11ax Wi-Fi (Wi-Fi 6) functionality with MIMO radios (2x2 in
2.4 GHz, 4x4 in 5 GHz), while also supporting 802.11a, 802.11b, 802.11g,
802.11n, and 802.11ac wireless services.
Additional features include:

m |EEE 802.11a, IEEE 802.11b, IEEE 802.11g, IEEE 802.11n, IEEE

802.11ac, and IEEE 802.11ax operation as a wireless access point.

m Two Ethernet ports, ENETO and ENET1, capable of data rates up to

2.5 Gbps and 1 Gbps respectively.

m Compatible with IEEE 802.3bt, IEEE 802.3at, and IEEE 802.3af PoE

standards on both Ethernet ports.

m Mesh
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Table 3: New Hardware Platforms in AOS-W 8.7.0.0

Check with your local Alcatel-Lucent sales representative on new managed devices and access points
availability in your country.

Hardware Description

m Thermal management
For complete technical details and installation instructions, see Aruba
AP-518 Access Points Installation Guide.

HOTE

570 Series Access Points The Alcatel-Lucent 570 Series access points ( AP-574, AP-575, AP-577)
are high performance, multi-radio, outdoor access points that can be
deployed in either Switch-based AOS-W) or Switch-less (Alcatel-Lucent
AOS-W Instant) network environments. These APs deliver high
performance concurrent 2.4 GHz and 5 GHz 802.11ax Wi-Fi (Wi-Fi 6)
functionality with MIMO radios (2x2 in 2.4 GHz, 4x4 in 5 GHz), while also
supporting 802.11a, 802.11b, 802.11g, 802.11n, and 802.11ac wireless
services.
Additional features include:

m |EEE 802.11a, I[EEE 802.11b, IEEE 802.11g, IEEE 802.11n, IEEE

802.11ac, and IEEE 802.11ax operation as a wireless access point.

m Two Ethernet ports, ENETO and ENET1, capable of data rates up to

2.5 Gbps and 1 Gbps respectively.

m Compatible with IEEE 802.3bt, IEEE 802.3at, and IEEE 802.3af PoE

standards on both Ethernet ports.

m Mesh

m Thermal management
For complete technical details and installation instructions, see Aruba
570 Series Access Points Installation Guide.

570EX Series Access Points The Alcatel-Lucent 570EX Series access points (AP-575EX and AP-577EX)
are high performance, multi-radio access points suitable for harsh and
hazardous outdoor locations that can be deployed in either Switch-
based (AOS-W) or Switch-less (AOS-W Instant) network environments.
These APs deliver high performance concurrent 2.4 GHz and 5 GHz
802.11ax Wi-Fi (Wi-Fi 6) functionality with MIMO radios (2x2 in 2.4 GHz,
4x4 in 5 GHz), while also supporting 802.11a, 802.11b, 802.11g, 802.11n,
and 802.11ac wireless services.

The APs provide the following functionality:
m |EEE 802.11a, IEEE 802.11b, IEEE 802.11g, IEEE 802.11n, IEEE
802.11ac, and IEEE 802.11ax operation as a wireless access point.
m Two Ethernet ports, ENETO and ENET1, capable of data rates up to
2.5 Gbps and 1 Gbps respectively.
m Compatible with IEEE 802.3bt, IEEE 802.3at, and IEEE 802.3af PoE
standards on both Ethernet ports.
m Thermal management
For complete technical details and installation instructions, see Aruba
570EX Series Access Points Installation Guide.

Deprecated APs
The following APs are no longer supported from AOS-W 8.7.0.0 onwards:

Table 4: Deprecated AP Models

Access Points Series Model Numbers

OAW-AP100 Series OAW-AP104, OAW-AP105

OAW-AP103 Series OAW-AP103
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Table 4: Deprecated AP Models

Access Points Series Model Numbers

OAW-AP110 Series OAW-AP114, OAW-AP115
OAW-AP130 Series OAW-AP134, OAW-AP135
OAW-AP 170 Series OAW-AP175AC, OAW-AP175AC-F1, OAW-AP175DC, OAW-AP175DC-F1,

OAW-AP175P, OAW-AP175P-F1

RAP 3 Series OAW-RAP3WN, OAW-RAP3WNP
OAW-RAP100 Series OAW-RAP108, OAW-RAP109
RAP 155 Series OAW-RAP155, OAW-RAP155P

Mobility Master can be accessed through three different interfaces for maximum visibility and functionality:
m WebUI on page 67

= CLionpage67

m JSON APIs on page 69

WebUI

Mobility Master supports up to 320 simultaneous WebUI connections. The WebUI is accessible through a
standard Web browser from a remote management console or workstation. The WebUI includes
configuration tasks. The tasks are:

m Provision New APs— Campus AP or Remote AP configuration.
m Create a New WLAN— Create and configure new WLAN(s) and associate with an AP group.
m Define WIP Policy— Define WIP policies and assign to AP groups.

m Bulk Configuration Upload— The Bulk Edit template (in Excel sheet) on the managed device allows you to
specify the static IP assignment for individual managed devices.

m Upgrade Controllers— Upgrade the managed devices.
m Reboot Controllers— Reboot the managed devices.
m  Show Upgrade Status— Display the upgrade status of the managed devices.

In addition to the tasks, the WebUI includes a dashboard that provides enhanced visibility into your wireless
network’s performance and usage. This allows you to easily locate and diagnose WLAN issues. For details on
the WebUI Dashboard, see Dashboard Monitoring.

CLI

The CLI is a text-based interface accessible from a local console connected to the serial port on the Mobility
Master or managed device or through a Telnet or SSH session.

HOTE

By default, you access the CLI from the serial port or from an SSH session. You must explicitly enable Telnet on your
Mobility Master in order to access the CLlI via a Telnet session.

When entering commands remember that:

m commands are not case sensitive

m the space bar completes your partial keyword

m the backspace key erases your entry one letter at a time
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m the question mark ( ?) lists available commands and options

Important Points to Remember

m  The Mobility Master architecture spawns a new CLI session every time a user logs in to the CLI through
Telnet, SSH, or Console. Since each CLI session is processed independently, multiple sessions do not block
one another.

m  Seethe AOS-W CL/ Reference Guide for more information on the new commands and parameters that are
introduced to support new functions.

m Configurations must be performed in the context of a node in the configuration hierarchy. Users with the
necessary privileges can change the node context on the CLI prompt.

m Users are required to commit configurations on Mobility Master before the configurations can be pushed
and applied to the device.
Remote Telnet or SSH Session from Mobility Master

An administrator can initiate a remote telnet or SSH session from the Mobility Master to a remote host. The
host can be a Mobility Master, managed device, or a non-Alcatel-Lucent host.

This feature is supported from the SSH session of the Mobility Master.

To initiate a telnet session from the Mobility Master to a remote host:
1. Initiate an SSH session to the Mobility Master.
2. Execute the telnet <host> [port <port-num>] command.
host: IPv4 or IPv6 address of the remote host.
port <port-num>: Telnet port number of the remote host. This is an optional parameter.

3. Once successfully connected, the remote host prompts the credentials. Enter the remote host
credentials.

To initiate an SSH session from the Mobility Master to a remote host:
1. Initiate an SSH session to the Mobility Master.
2. Execute the ssh <username> <ip_addr> command.
username: Username of the remote host.
<ip-addr>: IPv4 or IPv6 address of the remote host.

Once successfully connected, the remote host prompts the credentials.
3. Enter the remote host credentials.

To end the remote host session, execute the exit command. The remote host displays the following message:
(host) [remote] #exit

Connection closed by foreign host.

(host) [mynode]#

Important Points to Remember

m  The Mobility Master architecture spawns a new CLI session every time a user logs in to the CLI through
Telnet, SSH, or Console. Since each CLI session is processed independently, multiple sessions do not block
one another.

= New commands and parameters have been added to support new functions and provide increased
visibility. See the AOS-W CL/ Reference Guide for more details.

m Configurations must be performed in the context of a node in the configuration hierarchy. Users with the
necessary privileges can change the node context on the CLI prompt.
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m Users are required to commit configurations on Mobility Master before the configurations can be pushed
and applied to the device.

Limitations

This feature has few limitations. They are:
m This feature is supported from the SSH session of only the Mobility Master.

m Thereis aninactivity timeout for the CLI sessions. When an administrator initiates a remote session (inner)
from the Mobility Master's SSH session (outer), and the remote session takes more time than the inactivity
timeout session, the outer session times out although the inner session is active. The administrator has to
log back in to the outer session once logged off from the inner session.

m Designated telnet client control keys do not work for remote telnet sessions. When an administrator
initiates a remote telnet session (inner) from the Mobility Master's SSH session (outer), the designated
telnet client control keys functions for the outer SSH session only. The administrator should designate
unique control keys for each remote telnet sessions.

Seamless Logon

The Seamless Logon feature enables you to login from the Mobility Master to a managed device without
entering a password. The user can remotely login from a centralized location (Mobility Master) to any
managed device and execute the show and action commands. To login to a managed device, execute the

logon <device-ip> command on the Mobility Master CLI:
(host) [mynode] #logon 192.0.2.22

Last login: Tue Jul 12 04:34:37 2016 from 192.0.2.81
(host-md) #

AOS-W 8.x does not support Seamless Logon in the master Switch mode.

JSON APIs

JSON APIs are exposed for all configuration objects in Mobility Master and client location information from
the ALE. Configuration APIs allow users to send configurations to Mobility Master and view those
modifications through their own management system (CLI or WebUI). APIs in an operational state are also
exposed. ALE APIs return client location information through the ALE server. Though most of this data is
structured in the JSON format, some data may be arranged in a pre-formatted string. For more details on
JSON APIs, refer to the AOS-W NBAP! Guide. For more information about ALE APIs, refer to the Analytics and
Location Engine APl Guide.

Listed below are the minimum Hypervisor host system requirements for AOS-W to run as a guest VM and the
resources required for the VM to be functional:

It is not recommend to over subscribe the processors, memory, and NIC ports on the VM.
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Table 5: System Requirements

Alcatel-Lucent
Mobility Master

Host Requirements Virtual Mobility Switch

Virtual Appli-
ance
Quad-core Core i5 1.9 GHz CPUs or Minimum 3 Minimum 2 cores (4 hyper-
Faster (hyper-threading enabled) cores (6 hyper- threading cores)
threading cores)
Memory 16 GB 8 GB
Physical NIC ports 2 2

NOTE: One NIC port is shared with the
host management and the second is
reserved for datapath.

Disk space 64 GB 32GB

Other Specifications
The Mobility Master runs on a virtual machine that is deployed through an OVF/OVA file.
Prerequisites for deploying the Mobility Master:

m vSphere Client 5.1 or 5.5 must be installed on a Windows machine. Support for vSphere Web Client and
vCenter is available on ESXi versions 6.0 and 6.5.

m vSphere Hypervisor5.1,5.5, 6.0, or 6.5 must be installed on the server.
m  An OVF/OVA template must be accessible from the ESXi host.
m  VMware Enterprise Plus license must be installed on the Hypervisor.

The following browsers are officially supported for use with the AOS-W WebUI:

m  Microsoft Internet Explorer 11 on Windows 7 and Windows 8

m  Microsoft Edge (Microsoft Edge 38.14393.0.0 and Microsoft EdgeHTML 14.14393) on Windows 10
m Firefox 48 and higher on Windows 7, Windows 8, Windows 10 and macOS

m  Apple Safari 8.0 or later on macOS

m  Google Chrome

Related Documents

The following guides are part of the complete documentation for the Alcatel-Lucent user-centric network:
m  AOS-WRelease Notes

m  AOS-W Getting Started Guide

m  AOS-W User Guide

m  AOS-W CLI Reference Guide

n  AOS-WAPI Guide

m Alcatel-Lucent Mobility Master Licensing Guide

m Alcatel-Lucent Virtual Appliance Installation Guide

m Alcatel-Lucent Wireless Access Point Installation Guide

Supported Browsers



The following conventions are used throughout this document to emphasize important concepts:

Table 6: Typographical Conventions

Type Style Description

italics

This style is used to emphasize important terms and to mark the titles of books.

system items

This fixed-width font depicts the following:
m Sample screen output
m System prompts
m File names, software devices, and specific commands when mentioned in the text

commands

In the command examples, this bold font depicts text that you must type exactly as
shown.

<arguments>

In the command examples, italicized text within angle brackets represents items that
you should replace with information appropriate to your specific situation. For example:
# send <text messoge>

In this example, you would type “send” at the system prompt exactly as shown, followed
by the text of the message you wish to send. Do not type the angle brackets.

[optional]

Command examples enclosed in brackets are optional. Do not type the brackets.

{Item A | Item
B}

In the command examples, items within curled braces and separated by a vertical bar
represent the available choices. Enter only one choice. Do not type the braces or bars.

The following informational icons are used throughout this guide:

E Indicates helpful suggestions, pertinent information, and important things to remember.

/\ Indicates a risk of damage to your hardware or loss of data.

% Indicates a risk of personal injury or death.
WARNING

Contacting Support

Table 7: Contact Information

Contact Center Online

Main Site https://www.al-enterprise.com
Support Site https://businessportal2.alcatel-lucent.com
Email ebg_global_supportcenter@al-enterprise.com

Service & Support Contact Center Telephone
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https://www.al-enterprise.com/
https://businessportal2.alcatel-lucent.com/
mailto:ebg_global_supportcenter@al-enterprise.com

Contact Center Online

North America

1-800-995-2696

Latin America

1-877-919-9526

EMEA +800 00200100 (Toll Free) or +1(650)385-2193
Asia Pacific +65 6240 8484
Worldwide 1-818-878-4507
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Mobility Master Configuration Hierarchy

Mobility Master (AOS-W 8.x.x.x) uses a centralized, multi-tier architecture under a brand new Ul that provides
a clear separation between management, control, and forwarding functions. The entire configuration for both
the Mobility Master and managed devices is set up from a centralized point, thereby simplifying and
streamlining the configuration process. Mobility Master consolidates all-master, single master-multiple local,
and multiple master-local deployments into a single deployment model.

Whereas, the architecture of AOS-W 6.x and earlier versions consist of a flat configuration model that contains
global and local configurations. The global configurations are applied to the master Switch which propagates
those to its local Switches. The local configurations are applied to the master or the local Switch directly.

Mobility Master takes the place of a master Switch in the network hierarchy. Mobility Master oversees
Switches that are co-located (on-premises local Switches or off-campus branch office local Switches). All the
Switches that connect to Mobility Master act as managed devices.

This section provides details on the following topics:

m  Understanding Configuration Hierarchy on page 73

m Centralized Configuration on page 75

m Configuration Validation on page 80

= Serviceability on page 80

m  Mobility Master User Interface on page 82

The Mobility Master hierarchy simplifies the configuration process by supporting multiple configurations for
multiple deployments using a single Mobility Master. Configuration elements can be mapped to one or more
end devices, such as a managed device or VPN concentrator. Common configurations across devices are
extracted to a shared template, which merges with device-specific configurations to generate the
configuration for an individual device.
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Figure 1 Example of the Configuration Hierarchy

md
domain1 domain2
I I Imm/mynode
Device m1 Device m2
Specific Specific

1 1
N e

Imd/d1/m1 Imd/d2/m2

Figure 1 provides an example of the configuration hierarchy. The solid lines represent the hierarchy, the
dotted arrows represent the device mapping, and each box represents a node in the hierarchy. When a device
is added to Mobility Master, it must be mapped to a node or node-path in order to inherit configurations
from the hierarchy. An explicit configuration node is also created for each device so that any device-specific
configurations can be added directly to that node. Any device that is managed by Mobility Master is known as
amanaged device. For example, device m2 in Figure 1 retrieves all device-specific configurations from the
Device m2 Specific node. Since the Device m2 Specific node is mapped to the domain2, md, and Root
nodes, the device also receives configurations from those nodes.

Each node contains a unique combination of common and device-specific configurations. The root node
appears by default upon logging in to Mobility Master CLI.

The configuration hierarchy contains the following nodes and node structure:

Table 8: Nodes and Node Structure
Category Node Name Node Description

Mobility Master / Configurations common to Mobility Master and its managed
devices (the root node).

NOTE: Configuration changes are not allowed on the root
node.

/md Configurations common to all managed devices. The user can
create additional nodes under this node.

/mm Configurations common to the primary and standby Mobility
Master (VRRP pair).

/mm/mynode Configurations specific to a particular Mobility Master. This
can only be edited on the respective Mobility Master.

Stand-alone Switch /mm Configurations common to the primary and standby stand-
alone Switches (VRRP pair).

/mm/mynode Configurations specific to a particular stand-alone Switch.
This can only be edited on the respective stand-alone Switch.
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The term "mm" refers to Mobility Master and "md" refers to managed device.

NOTE

Configurations for a node are obtained by traversing the node-path from the root node to the given node.
For example, the m1 device in Figure 1 receives configurations from all nodes along the Root > md >
domain1 > Device m1 Specific node-path. Configurations that are set lower in the hierarchy (child node)
can have more precedence than the same configurations set higher in the hierarchy (parent node), depending
on the configuration type. In a single-instance configuration, such as the ESSID name, configurations from a
child or device-specific node override common configurations from a parent node. In a multi-instance
configuration, such as a server in an Auth Server group, configurations from a child node are placed in
addition to the parent node configuration. For example, if a parent node specifies two radius servers and the
child node specifies three radius servers, the device is provisioned with a total of five radius servers.

The configuration hierarchy is not the same as the physical topology. The hierarchy provides a simple way to
organize configurations so that configuration elements can be shared across multiple devices without being
duplicated. Configurations that are added to the root node, for example, are applied to all nodes within the
hierarchy, while configurations that are only applied to a specific region override configurations for the
corresponding child nodes. Order-dependent configurations, however, cannot be overridden. These
configurations can only be set up once in the network hierarchy. For example, if a aaa server-group is
configured on a parent node, it cannot be edited at the child node. Configuration hierarchies are tailored and
organized to meet the unique needs of each customer.

Understanding the Node Hierarchy

You can view the hierarchy of the devices and groups on a Mobility Master at a global level. Mobility Masters

are placed into the /mm group and managed devices are in the /md group.

m /md—This is the global or root level where anything configured is applicable to all the nodes globally. It is
recommended not to edit or add additional configuration at this level.

m /md/<group name>— This is used to differentiate the sites physically or by the type of deployment such
as DMZ, Branch, Campus, RAPs, and so on.

When you log in to the Mobility Master, you are placed in the /mm/mynode prompt by default.

Navigating through Node Hierarchy

You can use one of the following two commands to navigate to any node from the current node:
m change-config-node
= cd

Both commands auto complete the group or folder names. You can also use the device hostname as an alias
to navigate to a device node in the hierarchy. In doing so, your prompt changes to reflect where you are in the

hierarchy:
(host) [mynode] #change-config-node Aruba7010
(host) [00:00:86:99:97:57] #

The following CLI command displays your current node:

(host) [00:0b:86:99:97:57] #pwd

/md/Home-Production/00:0b:86:99:97:57

The following CLI command allows you to navigate one group up in the hierarchy:
(host) [00:0b:86:99:97:57] #cd ..

(host) [Home-Production] #

Mobility Master uses a centralized configuration application to maintain all configurations under the
management domain, eliminating the use of multiple points of contact to apply global and local
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configurations to each managed device. You can organize all common configurations at a higher level of the
hierarchy.

This section includes the following topics:
m  Mobility Master Configuration on page 76

m Allowed Node Operations on page 76

m  Access Permissions on page 77
m Bulk Edit on page 77

m Centralized Configuration on page 75

m Validation and Application Processes on page 78

Mobility Master Configuration

The Mobility Master that provides this configuration service to other devices in the network also contains its
own configuration. The Mobility Master configuration is obtained through nodes in the hierarchy labeled
/mm or /mm/mynode. Configurations under the /mm node, which are shared by the redundant Mobility
Master pair (primary and standby Mobility Masters), are synced to the standby Mobility Master.
Configurations under /mm/mynode are synced to individual Mobility Master devices.

Allowed Node Operations

The following node operations are allowed on Mobility Master:

m Create Node: Creates a new node as the child of an existing node in the configuration hierarchy (system-
generated or user-created)

m Add Device: Associates a device to an existing node in the hierarchy. This device inherits configurations
from all nodes between the root node and the device (node-path).

m Delete Node: Deletes an existing user-created node or node without any child nodes. System-generated
nodes cannot be deleted. Only leaf nodes without any child nodes can be deleted.

m Delete Device: Deletes a currently associated device from the configuration hierarchy. This will cause the
device to reload and erase all configurations received from Mobility Master.

= Clone Node: Copies the configuration of an existing node into a new node. The new node is created as a
child of an existing node in the hierarchy.

m Move Node: Moves an existing user-created node in the hierarchy to the specified destination node.
System-generated nodes cannot be moved. Ensure the following points while moving a node or device,
otherwise the move operation will fail:

e Thenodeto be moved is a leaf node and does not have any group node or a device node as a child
node under it.

e No configuration is pending on the parent nodes of the child node to be moved.
e The configuration on the node to be moved is complaint with the configuration in the new ancestor
nodes chain.
m Rename Node: Renames the existing node name to the specified name. The node paths of the child
nodes under the renamed node are automatically updated.
m Drag and Drop Node: Allows you to move any Switch from one group to another group within the
hierarchy, without deleting the Switch from the Mobility Master.

Moving multiple Switch or group within the network hierarchy is not supported.

HOTE

m Edit Action: Allows you to rename a Switch or a group in the managed network hierarchy.
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Refer to the AOS-W Command Line Interface Reference Guide for more details on the configuration
commands for node and device management.

Access Permissions

The Mobility Master management domain can be large and widespread across various geographic regions. In
a Mobility Master, the editing scope of the admin user can be restricted to individual node-paths within the
configuration hierarchy, unlike the legacy AOS-W management domain where an administrator can modify
any configuration in the system.

Each management user is granted editing permissions for a given node, allowing the user to modify the
configuration for that node and any child node within its node-path. The user, however, cannot modify any
parent nodes or nodes on a different path in the hierarchy. Users can view configurations for any node in the
hierarchy to refer to a parent node configuration or verify that the derived configuration for a device matches
the parent node configuration.

m  Management users that are configured with the root (/) or Mobility Master (/mm) nodes are granted
editing permissions for Mobility Master.

m  Management users that are configured with permissions to the mynode (/mm/mynode) can modify
configurations under /mm/mynode for the respective Mobility Master and stand-alone Switch.

m  Management users that are configured with permissions to a managed device can modify configurations
for that managed device.

= Only the management users that are configured with root node level permissions can modify
configurations on both Mobility Master and managed devices.

Bulk Edit

The Bulk Edit Support feature enables you to perform a bulk configuration of managed devices in the Mobility
Master. This option helps reduce the time taken to perform configuration tasks individually.

The following procedure describes how to do a bulk edit:

1. Inthe Managed Network node hierarchy, navigate to Configuration > Tasks > Bulk configuration
upload.

2. Click Download sample template.

3. Enter values in the fields provided in the template.

4. Save thefile.

5. Select Browse and navigate to the path where the template is stored.
6. Click Submit.

The Bulk Configuration Status pop up is displayed with the status of the configurations that are being
applied. Once the configurations are applied successfully, a message confirming that the file upload was
successful is displayed. The next pop up displays the following details:

e Timestamp
e Status
e Number of devices updated

e Total new devices added

If the configurations are not applied successfully, the Bulk Configuration Status pop up displays the reason for the
failure and the managed device will rollback to the previous configuration.

B When devices are added using the Bulk Edit feature, each template file can include up to 400 devices.
MOTE

AOS-W now provides IPv6 support for the Bulk Edit feature. Hence, the Bulk Edit template file now contains all the
IPv6 commands that are required for native IPv6 deployment.
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Bulk Stand-alone Controller Deployment

This feature supports bulk configuration of stand-alone controllers by replacing the configuration files in the
stand-alone controllers and rebooting them.

The following procedure describes how to replace the configuration files in the stand-alone Switch:

1. Login to the node, /mm or /mm/mynode from which you want to copy the configuration files and
execute the command, encrypt disable.

2. Execute the command, show configuration committed and save the configuration to a .cfg file (for
example, mmfile.cfg) on the tftp server.

3. Edit the file and copy that file to the controller's flash from the server using the command,

(host) [mynode] # copy tftp: <IP address> vmccfg1.cfg flash: vmccfgl.cfg

4. Execute the command, replace-config-reboot,

configuration node replace-config-reboot <filename1> <config-path1> <filename2> <config-path2>
For example, configuration node replace-config- reboot mmfile.cfg /mm mynodefile.cfg /mm/mynode

The controller prompts you to upload both the /mm and /mm/mynode files together.

NOTE

5. Once the command is executed, the stand-alone controller will prompt you to reboot the controller.
6. Reboot the controller and the stand-alone controller will now boot up with the copied configuration.

Override Support in the WebUI

Starting from AOS-W 8.2.0.0, the Mobility Master WebUI provides an option to retain or remove overrides for
the fields configured under a node. If any field has an overridden value, the Ul displays a blue dot to the left
of the field name. Clicking on the dot, gives you an option to remove the overrides.

| | Order-dependent configurations, such as roles and ACLs, cannot be overridden. These configurations can only be set

up once in the network hierarchy.
HOTE

Support for Viewing Inheritance History in the WebUI

Starting from AOS-W 8.3.0.0, the WebUI allows you to view the inheritance details of any configuration at any
group or node level. This feature is supported only for configurations that can be overridden. A blue color
information icon is displayed in the respective rows of the configuration table under which some
configurations are overridden. Clicking on the icon displays the details of the inheritance with a link to the
parent node. You can click on the parent node link to navigate to the parent node level. You can choose to
remove all the overrides under the selected node level from this pop-up window by clicking the Remove
Overrides button. Else, you can choose to remove the individual configuration overrides at the field level.

Validation and Application Processes

When a user enters a configuration into a managed device, the configuration is validated. The validated
configuration is accepted by the system but does not take effect until the configuration is committed. When
the configuration is being committed, it is stored in the persistent memory, allowing users to verify the
configuration before making it operational.

This separation of validation and application processes is applied to both the Mobility Master and managed
devices. Since each node can be managed by a different admin user, the commit operation is executed on a
per-node basis and follows the configuration hierarchy. For example, if a configuration has a dependency, the
dependent configuration must be present on that node or one of the parent nodes.

Configurations are classified as pending configuration or committed configuration. A pending configuration
refers to a configuration that has been validated but not yet committed. A committed configuration refers to
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all configurations that have been committed by the user. Users can view pending configurations at any time
to commit, purge, or leave the configuration uncommitted. Pending configurations are only allowed on one
node at any given time in a given configuration sub-tree.

This section includes the following topics:
m Viewing the Node Hierarchy on page 79

m Viewing Configuration on Nodes on page 79

Viewing the Node Hierarchy

The following CLI command displays how the devices and groups are organized at a global level:
(host) [mynode] #show configuration node-hierarchy

The following sample output displays the list of devices and nodes configured under the root node.
Default-node is "/md". Autopark is enabled.
Configuration node hierarchy

Config Node Type Name
/ System

/md System
/md/00:00:86:99:e2:17 Device
/md/VPNC Group

/md/VPNC/00:1a:1e:01:46:38 Device
/md/VPNC/00:1a:1e:02:03:d0 Device
/mm System
/mm/mynode System

HOTE

The show running-config command from the Mobility Master displays the configuration on the Mobility Master and
not on the other nodes or managed devices.

Viewing Configuration on Nodes

Use the following variants of the show commands to view the configuration information on a node or device
level:

= show configuration effective—Displays the running configuration of the current node. You can also
view the configuration on a specific node from a different node by specifying the absolute path of the
node in the command.

= show configuration effective detail—Displays the full configuration details on your current node. It
also indicates if a configuration is inherited from a group level or local to the managed device.

= show configuration committed—Displays the configuration that is only local to a specific node and not
inherited from a parent node in the hierarchy. Configurations such as IP addresses and hostnames are
some examples.

» show configuration pending—Displays the configuration details which are yet to be committed to the
managed device or group, that is any configuration changes that are made before executing the write
memory command or submitting the pending changes in the WebUI. This is used to review any
configuration before it is applied from the Mobility Master to the managed devices. The output of the
command is relevant only to the current node.

= show configuration partial—Displays the incremental change in the configuration between the last two
synchronizations from the Mobility Master to the node.

= show configuration similar—Displays the like configuration between two specific nodes or devices. This
is useful to verify equal settings between groups or devices. The output displays only the configurations
that are same between both nodes. If you are comparing devices, you must use the path as displayed in
the output of the show configuration node-hierarchy command.
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= show configuration diff—Displays the configurations that are different between two specific nodes or
devices. A minus sign against a configuration indicates that it is present in the node specified first but
absent in the second node. A plus sign indicates that the configuration is absent in the first node but
present in the second node.

For more information on various configuration show commands, see AOS-W 8.x CLI Reference Guide.

Mobility Master uses a centralized validation model that performs various types of validations for different
targets. Configuration validation falls under one of the following categories:

m Syntax Validation: Basic parser validations (for example, making sure the syntax of a command is
correct, the data type is correct, or a value is within a valid range).

HOTE

Roles, ACLs, and pools (DHCP, VLAN, tunnel, and NAT) must be written in lower-case. Passwords, crypto keys, and
ESSIDs can be written in both upper-case and lower-case.

m Semantic Validation: Custom application-specific validations (for example, dependency checks across
commands or instance count limits). Dependency checks are limited to the nodes from which the target
device inherits the configuration.

m Platform Validation: Platform model-specific validations (for example, determining which features are
supported on a platform or the type and count of ports on a platform).

HOTE

Validation is not available on the setup dialogue. Users must manually verify the setup dialogue information for each
managed device.

Validation Failures

If a command does not pass validation, it is rejected and will not be included in the pending configuration for
that node. If a new device that cannot support an existing configuration is added, the device add is rejected.

Managed devices are always serviceable from the centralized management location. When a managed device
boots up for the first time under the factory default state, it auto-provisions and establishes connectivity to
Mobility Master through ZTP. Managed devices can also be provisioned manually through the setup dialog
box. Managed devices can encounter connectivity loss due to bad configurations, network connectivity
issues, and so on. The system attempts to recover from these situations when possible.

This section includes the following topics:
m Bad Configuration Recovery on page 80

m Disaster Recovery on page 81

= |nitial Provisioning Recovery on page 82

Bad Configuration Recovery

Certain configurations, such as those in the following list, can interfere with the connectivity between
managed devices and Mobility Master:

m  Uplink port shut

m Partially configured uplink VLAN

m Limiting bandwidth contract policy
» BadACL
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Bad configurations can be caused by simple typo errors. Even if the user discovers the error, the bad
configuration may have already caused connectivity loss, preventing the user from pushing the correct
configuration to the managed device.

Mobility Master supports an auto-rollback mechanism that reverts the managed device to the last known
good configuration prior to the management connectivity loss. Mobility Master also indicates if a device has
recovered from a bad configuration through the show switches command output. The output for this
command labels the Configuration State for the managed device as CONFIG ROLLBACK if the device has
recovered connectivity using the rollback configuration. When the user fixes the bad configuration on
Mobility Master, the managed device recovers automatically, and the state changes to UPDATE SUCCESSFUL.

Example output for the show switches command:
(host) [mynode] #show switches

Thu Jun 09 12:13:45.735 2016

All Switches

IP Address IPv6 Address Name Location Type Model
Version Status Configuration State Config Sync Time (sec) Config ID
192.192.192.1 None TECHPUB_MASTER Buildingl.floorl master  ArubaMM
8.0.0.0-svcs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.192.2 None TECHPUB_STANDBY Buildingl.floorl standby ArubaMM
8.0.0.0-svcs-ctrl 55038 wup UPDATE SUCCESSFUL 10 27
192.192.189.1 None TECHPUB LC1 189.1 Buildingl.floorl MD Aruba7010
8.0.0.0-sves-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.192.3 None TECHPUB x86 LC Buildingl.floorl MD VMC-TACTICAL
8.0.0.0-svcs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.189.2 None TECHPUB LC2 189.2 Buildingl.floorl MD Aruba7005
8.0.0.0-svcs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27

Total Switches:5

Disaster Recovery

If auto-rollback from a bad configuration fails, and connectivity between the managed device and Mobility
Master remains disrupted, users can enable Disaster Recovery mode on the managed device using the
disaster-recovery on command. Under the regular mode, the /mm node downloads configurations from
Mobility Master that cannot be modified directly on each managed device. Disaster Recovery mode grants
users access to the /mm node through the managed devices while blocking any further configuration
synchronizations from Mobility Master. With full control of the /mm node, users can make local
modifications on each managed device to restore connectivity to Mobility Master.

Local configurations are only used for debugging purposes and are not visible on the Mobility Master.

After connectivity is restored and verified, the user must fix the configuration on Mobility Master and exit the
Disaster Recovery mode. When the user exits Disaster Recovery mode from the managed device, a full
configuration sync is triggered between the managed devices and Mobility Master, which now contains the
latest effective configurations.

The following CLI command enables Disaster Recovery mode:

(host-md) #disaster-recovery on
R i b b b I i I I e e I b b b b b b b b b b i i b b 4

Entering disaster recovery mode
LR R R R R R I S i I e

(DR-Mode) [mm] #

The following CLI command disables Disaster Recovery mode:
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(DR-Mode) [mm] #disaster-recovery off

Initial Provisioning Recovery

If the managed devices fail to connect to Mobility Master on multiple attempts during the initial provisioning
process (for example, when the Mobility Master IP or FQDN is entered incorrectly in Alcatel-Lucent Activate),
the managed device deletes all provisioning information and restarts the auto-provisioning process. The user
is expected to correct the provisioning information under Alcatel-Lucent Activate. After the provisioning
information is corrected, the managed device automatically recovers during the next auto-provisioning
attempt.

The Mobility Master user interface provides ease-of-use through an intuitive layout and simple navigation
model.

Navigation Model

Each page of the Mobility Master Ul is divided into the following sections:
m Header, which includes the following:
e Alcatel-Lucent logo: The Alcatel-Lucent logo.

¢ Deployment mode and hostname: The deployment mode and hostname of the Mobility Master or
managed device.

e Network Status Counters: Counters for reachable and unreachable Switches, reachable and
unreachable access points, clients, and alerts.

e Help: Initiates help mode to display available help information in the Ul. See Help Mode on page 84 for
more details.

e User menu: Drop-down menu that displays your username. It allows you to logout of the Mobility
Master or managed device. The Preferences option allows you to enable or disable the Profiles link in
the following pages:

e All Profiles table of the Mobility Master node.
e WLANS table and AP Group table of the Managed Device node.

The Profiles link is displayed only when the show advanced profiles check box is selected in the

Preferences option of the User menu.
NOTE

Limitations
e Advanced profile configuration is controller specific (domain name)
e Advanced profile configuration is not per-user specific

e [tis browser specific, irrespective of user login—for example, if a user enabled Preferences in the Chrome
browser it will not carry forward to IE or Firefox.

= Node-path: Node-path within the network hierarchy.

= Pending Changes: List of all pending configuration changes. See Pending Changes on page 84 for more
details.

m  Menu: Main menu, which includes the Dashboard, Configuration, Diagnostics, and Maintenance
menu items. Select a menu item to reveal the corresponding sub-menu items. See Navigation Levels on
page 83 for more details.

m Collapsible network tree: Complete network hierarchy that is revealed or hidden when you click the
menu or arrow button, respectively, next to the node-path. See Network Tree on page 83 for more details.

m  Work-screen: Content description for a menu item or tab.
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Figure 2 Overview of the User Interface
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Collapsible network tree

Network Tree

The Mobility Master Ul allows users to create, modify, and delete any node in the network hierarchy from a
central location. By clicking the menu button next to the node-path, you can reveal the entire network
hierarchy. Select a node to further expand the hierarchy and display the corresponding child nodes. The
network can be organized in a hierarchy of up to five levels, including groups, sub-groups, and the managed
devices that are added to these groups.

When a node is selected in the network hierarchy, any configuration changes made from the Ul are applied to
the selected node and sub-tending managed devices.

If you are logged into a device that is managed by a Mobility Master or legacy master Switch, the hostname of the

R Mobility Master or master Switch is displayed in the node-path.

For more information on the configuration hierarchy, see Mobility Master Configuration Hierarchy on page
73.

Navigation Levels

The Mobility Master navigation model is organized into four levels:

= Level 1: Menu (for example, Configuration, Diagnostics, and Maintenance)

m Level 2: Sub-menu (for example, Authentication, Interfaces, and Services)

m Level 3: Tabs (for example, Auth Servers, AAA Profiles, and Layer-2 Authentication)
m Level 4: Accordions (for example, Survivability and Authentication Timers)

Each Level-1 item can be expanded to display the corresponding Level-2 items. Each Level-2 item is further
expanded to organize and group content on the work-screen. Based on the following dependencies, certain
menu, tab, or accordion items may be visible or hidden in the Ul:

m Selected node
m License

= Switch model
m UserRole
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Figure 3 WebUI Menu, Tabs, and Accordions
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Pending Changes

Commands are executed when a user clicks Save or Submit. The Save or Submit buttons are disabled by
default and can only be enabled when the user modifies a configuration on the page. When a user clicks the
Save or Submit button, the configuration change is pushed to the Pending Changes zone of Mobility
Master. Modifications are not applied to the network until all pending changes are deployed. Click Pending
Changes to view, deploy, or discard all pending modifications.

Nodes cannot be edited if any parent or child node contains undeployed pending changes.

Figure 4 Pending Changes Window

Pending Changes

Pending Changes for 0 Managed Controller(s)

PATH TOTAL CONTROLLER(S)

Mobility Master > UCC-Sol-SC-ACT 0

Help Mode

The Help button in the header section of the Ul allows you to switch the system to help mode. All non-active
labels that appear in green italics indicates that help information is available for these labels. Mouseover or
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click any green italic label to view the help information for that field in a pop-up window.

Figure 5 Help Mode in the WebUl
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Tables

Mobility Master presents data and configuration information through two types of tables: primary tables and
secondary tables. Primary tables display the main object of the page at the top of the screen (for example, the
Server Groups table under Configuration > Authentication > Auth Servers). By selecting a row from
the table, you can view and modify the configuration parameters for that entry in an editing pane that is
displayed at the bottom of the screen.

The secondary table is located within the editing pane of a selected row and provides more in-depth
information on each entry. For example, when you select the default server group entry from the Server
Groups (primary) table, the secondary Server Group > default table is displayed at the bottom of the
screen.

Alerts

Starting with AOS-W 8.1.0.0, alerts for Mobility Master Hardware Appliance are enabled in the WebUI. Figure
6 shows an example of a Mobility Master Hardware Appliance alert.

Figure 6 Mobility Master Hardware Appliance Alert in WebUI
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The Mobility Master Hardware Appliance alerts are as follows:
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Table 9: Mobility Master Hardware Appliance Alerts

Component State Indicator Status
Power Supply Absent Yellow Minor Alarm
Failed Amber Major Alarm
Temperature Temperature more than 38°C Yellow Minor Alarm
Temperature more than 40°C Amber Major Alarm
Temperature more than 45°C Red Critical Alarm
Fan Absent Amber Major Alarm
Failed Amber Major Alarm
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MultiVersion Support

Starting with AOS-W 8.2.0.0, Mobility Master provides the essential infrastructure for multiversion support
across all managed devices in the network. With this enhancement, the AOS-W version on each managed
device can be different from that in the Mobility Master in the network.

The multiversion infrastructure performs the centralized validation for the configurations of different AOS-W
versions run on the managed devices. The configurations that are not compatible with the managed device's
AOS-W version will not be sent to the managed device.

This feature supports the following scenarios:

m  Customers want to upgrade only the Mobility Master with the latest AOS-W version to use centralized
services.

m Customers want to upgrade only a few managed devices in their network with the latest AOS-W version to
test some features of their interest.

m Customers want to upgrade their network in certain geographical locations and plan to upgrade the entire
network incrementally.

Important Points to Note

The following are important points to note before implementing the multiversion support in your network:
m  AOS-W 8.2.0.0 is the minimum supported version on the managed devices and the Mobility Master.

m The Mobility Master can run an AOS-W version that is either the same or a higher version of AOS-W than
the versions on the managed devices; the minimum supported version on both platforms is AOS-W
8.2.0.0.

m Itis recommended that the AOS-W version on Mobility Master is later than that on the managed devices.

m Multiversion is supported only if the Mobility Master is running two code versions higher than the code
versions running on the managed devices. For example multiversion is supported if a Mobility Master is
running AOS-W 8.5.0.0 and the managed devices are running AOS-W 8.3.0.0 and will not be supported if
the managed devices are running AOS-W 8.2.0.0 or AOS-W 8.4.0.0.

Ul Support for Multiversion

When the managed devices and the Mobility Master run different AOS-W versions, the following rules apply:
m At alllevels of hierarchy, the WebUI elements of the later AOS-W version is always shown to the user.
m At the group level, the following rules apply:
e AllWebUI elements that are new in the AOS-W version of the Mobility Master are shown.
e The WebUI elements that are obsolete in the AOS-W version of the Mobility Master are not shown.
m At the device level, the following rules apply:

e The WebUI elements that are obsolete in the AOS-W version of the Mobility Master but not obsolete on
the AOS-W version of the device are shown.

e The WebUI elements that are obsolete on the AOS-W version of the device are not shown.

e The WebUI elements that are introduced in the AOS-W version later than that on the device are not
shown.
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Display of AOS-W Version Identifiers
The Ul displays the AOS-W versions running on the Mobility Master and the managed device:
The following changes are applicable in the WebUI of the managed device:

= Mobility Master AOS-W version identifier: The AOS-W version of the Mobility Master is displayed at
the bottom of the left navigation pane. The Mobility Master version identifier is displayed as Mobility
Master: Version <version #>.

» Managed device AOS-W version identifier: If the AOS-W version running on the managed device is
different from that running on the Mobility Master, an information icon is displayed. It shows the AOS-W
version running on the managed device. The managed device version identifier is displayed as Version

<version #>.

The managed device version identifier is not displayed when the AOS-W version running on the managed device and

the Mobility Master are the same.
NOTE

m You can click the information icon to view the following details in the pop-up box:
e The Switch or managed device name and its AOS-W version.
e Mobility Master label and its AOS-W version.
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The Basic User-Centric Networks

This chapter describes how to connect a managed device and an Alcatel-Lucent AP to your wired network.
After completing the tasks described in this chapter, see Access Points on page 620 for information on
configuring APs.

This chapter describes the following topics:

m Understanding Basic Deployment and Configuration Tasks on page 89

m  Managed Devices Configuration Workflow on page 92

m  Connect the Managed Device to the Network on page 92

m  Using the LCD Screen on page 94

m  Configuring a VLAN to Connect to the Network on page 97

s Configuring User-Centric Network on page 102

m Replacing a Switch on page 103

This section describes typical deployment scenarios and the tasks you must perform while connecting to a
managed device and Alcatel-Lucent AP to your wired network.

Deployment Scenario #1: Managed Device and APs on Same Subnet

Figure 7 Managed Device and APs on Same Subnet

In this deployment scenario, the APs and managed device are on the same subnetwork and will use IP
addresses assigned to the subnetwork. The router is the default gateway for the managed device and clients.
There are no routers between the APs and the managed device. APs can be physically connected directly to
the managed device. The uplink port on the managed device is connected to a layer-2 switch or router.

For this scenario, you must perform the following tasks:
1. Run the initial setup wizard.
m Set the|P address of VLAN 1.

m Set the default gateway to the IP address of the interface of the upstream router to which you will
connect the managed device.

2. Connect the uplink port on the managed device to the switch or router interface. By default, all ports on
the managed device are access ports and will carry traffic for a single VLAN.

3. Deploy APs. The APs will use the ADP to locate the managed device.
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4. Configure the SSID(s) with VLAN 1 as the assigned VLAN for all users.

Deployment Scenario #2: APs All on One Subnet Different from
Managed Device Subnet

Figure 8 APs All on One Subnet Different from Managed Device Subnets

Switch is default gateway for clients

In this deployment scenario, the APs and the managed device are on different subnetworks and the APs are
on multiple subnetworks. The managed device acts as a router for the wireless subnetworks (the managed
device is the default gateway for the wireless clients). The uplink port on the managed device is connected to
a layer-2 switch or router; this port is an access port in VLAN 1.

For this scenario, you must perform the following tasks:
1. Run the initial setup wizard.
m SetthelP address for VLAN 1.

m Set the default gateway to the IP address of the interface of the upstream router to which you will
connect the managed device.

2. Connect the uplink port on the managed device to the switch or router interface.
3. Deploy APs. The APs will use DNS or DHCP to locate the managed device.

Understanding Basic Deployment and Configuration Tasks | 90



4. Configure VLANSs for the wireless subnetworks on the managed device.
5. Configure SSIDs with the VLANs assigned for each wireless subnetwork.

Each wireless client VLAN must be configured on the managed device with an IP address. On the uplink switch or
E router, you must configure static routes for each client VLAN, with the managed device’s VLAN 1 IP address as the
NOTE next hop.

Deployment Scenario #3: APs on Multiple Different Subnets from
Managed Devices

Figure 9 APs on Multiple Different Subnets from Managed Devices

Floor 2
subnet

Router is default gateway for clients

Trunk port carries client

In this deployment scenario, the APs and the managed device are on different subnetworks and the APs are
on multiple subnetworks. There are routers between the APs and the managed device. The managed device is
connected to a layer-2 switch or router through a trunk port that carries traffic for all wireless client VLANs. An
upstream router functions as the default gateway for the wireless users.

Q This deployment scenario does not use VLAN 1 to connect to the layer-2 switch or router through the trunk port. The
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initial setup prompts you for the IP address and default gateway for VLAN 1; use the default values. In later steps,
you configure the appropriate VLAN to connect to the switch or router as well as the default gateway.

For this scenario, you must perform the following tasks:
1. Run the initial setup.

m Usethedefault IP address for VLAN 1. Since VLAN 1 is not used to connect to the layer-2 switch or
router through the trunk port, you must configure the appropriate VLAN in a later step.

m Do not specify a default gateway (use the default “none”). In a later step, you configure the default
gateway.

2. Create a VLAN that has the same VLAN ID as the VLAN on the switch or router to which you will connect
the managed device. Add the uplink port on the managed device to this VLAN and configure the port as a
trunk port.

3. Add client VLANs to the trunk port.

4. Configure the default gateway on the managed device. This gateway is the IP address of the router to
which you will connect the managed device.

5. Configure the loopback interface for the managed device.
6. Connect the uplink port on the managed device to the switch or router interface.
7. Deploy APs. The APs will use DNS or DHCP to locate the managed device.

8. Now configure VLANs on the managed device for the wireless client subnetworks and configure SSIDs
with the VLANSs assigned for each wireless subnetwork.

The tasks in deploying a basic user-centric network fall into two main areas:
m Configuring and connecting the managed device to the wired network (described in this section)
m Deploying APs (described later in this section)

The following workflow lists the tasks to configure a managed device. Click any of the links below for details
on the configuration procedures for that task.

1. Connect the Managed Device to the Network.

2. Setting System Clock.

3. View current licenses and install new licenses.

4. For topologies similar to Deployment Scenario #3: APs on Multiple Different Subnets from Managed
Devices on page 91), see Configuring VLANs to connect the managed device to your network. You do not
need to perform this step if you are using VLAN 1 to connect the managed device to the wired network.

5. Configuring the Mobility Master IP Address. The managed device IP address is used by the managed
device to communicate with external devices such as APs.

6. (Optional) Configuring the Loopback IP Address. You do not need to perform this step if you are using
the VLAN 1 IP address as the managed device's IP address. Disable spanning tree on the managed device if
necessary.

7. Configuring the Default Gateway for this managed device if you need to configure a trunk port between
the managed device and another layer-2 switch (shown in Deployment Scenario #3: APs on Multiple
Different Subnets from Managed Devices on page 91).

8. Trusted and Untrusted Ports and VLANSs for this managed device.

Connect the Managed Device to the Network

To connect the managed device to the wired network, run the initial setup to configure administrative
information for the managed device.
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NOTE

HOTE

HOTE

HOTE

Initial setup can be done using the browser-based Setup Wizard or by accessing the initial setup dialog via a
serial port connection. Both methods are described in the AOS-W 8.7.0.0 Quick Start Guide and are referred to
throughout this chapter as “initial setup.”

This section describes the steps in detail.

Running the Initial Setup

When you connect to the managed device for the first time using either a serial console or a Web browser, the
initial setup requires you to set the role (master, managed device, or stand-alone) for the managed device and
passwords for administrator and configuration access.

Do not connect the managed device to your network when running the initial setup. The factory-default managed
device boots up with a default IP address and both DHCP server and spanning tree functions are disabled. You have
completed the initial setup, you can use either the CLI or WebUI for further configuration before connecting the
managed device to your network.

The initial setup might require that you specify the country code for the country in which the managed device
will operate; this sets the regulatory domain for the radio frequencies that the APs use.

You cannot change the country code for managed device designated for certain countries, such as the U.S.
Improper country code assignment can disrupt wireless transmissions. Many countries impose penalties and
sanctions for operators of wireless networks with devices set to improper country codes. If none of the channels
supported by the AP you are provisioning have received regulatory approval by the country whose country code you
selected, the AP will revert to Air Monitor mode.

The initial setup requires that you configure an IP address for the VLAN 1 interface, which you can use to
access and configure the managed device remotely via an SSH or WebUI session. Configuring an IP address
forthe VLAN 1 interface ensures that there is an IP address and default gateway assigned to the managed
device upon completion of the initial setup.

The full setup dialog now provides flexibility to configure only IPv4 or IPv6 address, or a combination of both. If IPv6
address is used to terminate IPsec tunnel, then it is no longer mandatory to configure IPv4 address in master IP
configuration in the setup dialog.

Connecting to the Managed Device after Initial Setup

After you complete the initial setup, the managed device reboots using the new configuration. (Refer to the
AOS-W 8.7.0.0 Quick Start Guide for information about using the initial setup.) You can then connect to and
configure the managed device in several ways using the administrator password you entered during the initial
setup:

= You can continue to use the connection to the serial port on the managed device to enter the CLI. (See
Management Access on page 897 for information on how to access the CLI and enter configuration
commands.)

m You can connect an Ethernet cable from a PC to an Ethernet port on the managed device. You can then use
one of the following access methods:

e UsetheVLAN 1 IP address to start an SSH session where you can enter CLI commands.
e Enterthe VLAN 1 IP address in a browser window to start the WebUI.
e WebUI Wizards.

This chapter and the user guide in general focus on CLI and standard WebUI configuration examples. However, basic
managed device configuration and WLAN or LAN creation can be completed using the alternative tasks (wizards)
from within the WebUI. If you wish to use a configuration task, in the Managed Network node hierarchy, navigate to
Configuration > Tasks, click the desired task, and follow the imbedded help instructions within the task.
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The first two ports on the OAW-4x50 Series Switches, 0/0/0 and 0/0/1, are dual media ports and can be used
for any purpose. Ports 0/0/2 through 0/0/5 are fiber-based ports that can be used for any purpose. If the
fiber-based ports are connected with RJ45 or SFP transceivers, these ports can function as 1 Gbps ports. To
access the Switch, you can use port 0/0/0 to 0/0/5 when 0/0/2 through 0/0/5 are connected with RJ45 or SFP
transceivers.

The following table describes the connector and speed supported for each physical interface of the OAW-
4x50 Series Switches.

Table 10: OAW-4x50 Series Switches Ports

Port Type Ports Connector Type Speed
10/100/1000 BASE-T Dual Media 0/0/0-0/0/1 RJ45 or SFP 1 Gbps
Ports

SFP+ 10 Gbps
10G BASE-X 0/0/2-0/0/5

RJ45 or SFP 1 Gbps

Default Slot for USB Device

In OAW-40xx Series and OAW-4450 Switches, TRACES folder will not be automatically created when a USB
device is connected to Slot 1. Ensure the USB device in Slot 0 as this is the default port where the TRACES
folder is created.

Some managed devices are equipped with an LCD panel that displays a variety of information about the
managed device's status and provides a menu that allows for basic operations such as initial setup and
reboot. The LCD panel displays two lines of text with a maximum of 16 characters on each line. When using
the LCD panel, the active line is indicated by an arrow next to the first letter.

Using the LCD Panel Mode

The LCD panel is operated using the two navigation buttons to the left of the screen.
= Menu: Allows you to navigate through the menus of the LCD panel.

m Enter: Confirms and executes the action currently displayed on the LCD panel.
The LCD has four modes:

m Boot: Displays the boot up status.

m LED Mode: Displays the mode that the STATUS LED is in.

m Status: Displays the status of different components of the managed device, including Power Supplies and
AQOS-W version.

m  Maintenance: Allows you to execute some basic operations of the managed device such as uploading an
image or rebooting the system.

Table 11: LCD Panel Mode: Boot

Function or Menu Display Output

Options

Displays boot status "Booting AOS-W..."
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Table 12: LCD Panel Mode: LED Mode

Function or Menu

Options

Display Output

Administrative

LED MODE: ADM - displays whether the port is administratively enabled or
disabled.

Duplex LED MODE: DPX - displays the duplex mode of the port.
Speed LED MODE: SPD - displays the speed of the port.
Exit Idle Mode EXIT IDLE MENU

Table 13: LCD Panel Mode: Status

Function or Menu
Options

Display Output

AOS-W Version AOS-W X.X.X.X

PSU Status Displays status of the power supply unit.
PSU 0: [OK | FAILED | MISSING]
PSU 1: [OK | FAILED | MISSING]

Fan Tray Displays fan tray status.

FAN STATUS: [OK | ERROR | MISSING]
FAN TEMP: [OK | HIGH | SHUTDOWN]

Exit Status Menu

EXIT STATUS

Table 14: LCD Panel Mode: Maintenance

Function or Menu

Options

Display Output

Upgrade Image

Upgrade the software image on the selected partition from a predefined
location on the attached USB flash device.
Partition [0 | 1] Upgrade Image [no | yes]

Upload Config

Uploads the managed device's current configuration to a predefined location
on the attached USB flash device.
Upload Config [no | yes]

Factory Default

Allows you to return the managed device to the factory default settings.
Factory Default [no | yes]

Media Eject

Completes the reading or writing of the attached USB device.
Media Eject [no | yes]

System Reboot

Allows you to reboot the managed device.
Reboot [no | yes]

System Halt

Allows you to halt the managed device.
Halt [no | yes]

Exit Maintenance Menu

EXIT MAINTENANCE
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Using the LCD and USB Drive

You can upgrade your image or upload a saved configuration by using your USB drive and your LCD
commands.

HOTE

For more information on copying and transferring AOS-W image and configuration files, see Managing Files on
Managed Device on page 955

Upgrading an Image
1. Copy a new managed device image onto your USB drive into a directory named /Alcatel-
Lucentimage.

2. Insert your USB drive into the managed device's USB slot. Wait for 30 seconds for the managed device
to mount the USB.

3. Navigate to Upgrade Image in the LCD’s Maintenance menu. Select a partition and confirm the
upgrade (Y/N) and then wait for managed device to copy the image from the USB drive to the system
partition.

4. Execute a system reboot either from the LCD menu or from the command line to complete the
upgrade.

Uploading a Saved Configuration
1. Make a copy of a managed device configuration (with the .cfg file extension), and save the copied file
with the name Alcatel-Lucent_usb.cfg.
2. Move the saved configuration file onto your USB drive into a directory named /Alcatel-Lucentimage.

3. Insert your USB drive into the managed device's USB slot. Wait for 30 seconds for the managed device
to mount the USB.

4. Navigate to Upload Config in the Maintenance menu of the LCD. Confirm the upload (Y/N) and then
wait for the upload to complete.

5. Execute a system reboot either from the LCD menu or from the command line to reload from the
uploaded configuration.

For detailed upgrade and instruction, refer to the Upgrade chapter in the AOS-W 8.7.0.0 Release Notes.

Disabling LCD Menu Functions

For security purposes, you can disable all LCD menu functions by disabling the entire menu functionality
using the following commands:

(host) [md] (config) #lcd-menu

(host) [md] (lcd-menu) #disable menu

To prevent inadvertent menu changes, you can disable individual LCD menu functions using the following
commands:

(host) [md] (lcd-menu) #disable menu maintenance °?

factory-default Disable factory defaulting via LCD
halt-system Disable system halt from LCD
media-eject Disable media eject via LCD
reload-system Disable system reload from LCD
upgrade-image Disable image upgrade via LCD
upload-config Disable config upload via LCD

To display the current LCD functionality from the command line, use the following command:
(host) [md] #show lcd-menu

Using the LCD Screen
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You must follow the instructions in this section only if you need to configure a trunk port between the
managed device and another Layer-2 switch (shown in Deployment Scenario #3: APs on Multiple Different
Subnets from Managed Devices on page 91).

This section shows how to use both the WebUI and CLI for the following configurations (subsequent steps
show how to use the WebUI only):

m Create a VLAN on the managed device and assign it an IP address.

m Optionally, create a VLAN pool. AVLAN pool consists of two more VLAN IDs which are grouped together to
efficiently manage multi-managed device networks from a single location. For example, policies and virtual
application configurations map users to different VLANs which may exist at a different managed device.
This creates redundancy where one managed device has to back up many other managed devices. With
the VLAN pool feature you can control your configuration globally.

VLAN pooling should not be used with static IP addresses.

m Assign to the VLAN the ports that you will use to connect the managed device to the network. (For
example, the uplink ports connected to a router are usually Gigabit ports.) In the example configurations
shown in this section, a managed device is connected to the network through its Gigabit Ethernet port
1/25.

m Configure the port as a trunk port.
m Configure a default gateway for the managed device.
The following sections provides step-by-step instructions to configure a VLAN and connect to the network.

Creating, Updating, and Viewing VLANs and Associated IDs
You can create and update a single VLAN or bulk VLANSs using the WebUI or the CLI. See Configuring VLANS on

page 123.

In the WebUI configuration windows, clicking the Pending Changes button saves configuration changes so that
they are retained after the managed device is rebooted. Clicking the Submit or Apply button saves changes to the
running configuration but the changes are not retained when the managed device is rebooted. A good practice is to
use the Submit or Apply button to save changes to the running configuration and, after ensuring that the system
operates as desired, click Pending Changes.

To view VLAN IDs in the CLI.
(host) [mynode] #show vlan

Creating, Updating, and Deleting VLAN Pools

VLAN pooling should not be used with static IP addresses.

You can create, update, and delete a VLAN pool using the WebUI or the CLI. See Configuring VLANs on page
123,
Use the CLI to add existing VLAN IDs to a pool.

(host) [mynode] (config) #vlan-name <name>
(host) [mynode] (config) #vlan mygroup <vlan-ids>

To confirm the VLAN pool status and mappings assignments, use the show vlan mapping command:
(host) [mynode] #show vlan mapping
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Assigning and Configuring the Trunk Port

The following procedure describes how to configure a Gigabit Ethernet port:

. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > Ports tab.
. In the Ports section, click the port that will connect the managed device to the network.

. Select Trunk from the Mode drop-down list.

. Select a VLAN from the Native VLAN drop-down list.

. Click Submit.

. Click Pending Changes.
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. Inthe Pending Changes window, select the check box and click Deploy changes.

The following CLI commands configure a Gigabit Ethernet port:

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-submode) #switchport mode trunk

(host) [mynode] (config-submode) #switchport trunk native vlan <id>

To confirm the port assignments, use the show vlan command:
(host) [mynode] #show vlan

Configuring the Default Gateway

The following procedure describes how to configure the default gateway:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > IP Routes
tab.

2. Click the Static Default Gateway accordion menu.
3. To add a new static gateway, click the + button below the static IP address list.
a. Select IPv4 or IPv6 from the IP version drop-down list.
b. In the IP Address field, enter an IP address with dot separators.
¢. Inthe Cost field, enter a value for the path cost.
d. Click Submit.

4. You can define a dynamic gateway with the DHCP, PPPOE, or Cellular option by clicking the Dynamic
Default Gateway accordion menu.

a. Inthe Dynamic Default Gateway section, select the DHCP, PPPoE or Cellular check box to enable
the corresponding dynamic gateway type. If you selected more than one dynamic gateway type, you
must also define the cost for each gateway route. The managed device will first attempt to obtain a
gateway IP address using the option with the lowest cost. If the managed device is unable to obtain a
gateway IP address, it will then attempt to obtain a gateway IP address using the option with the next-
lowest path cost.

b. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI command configures the default gateway:

(host) [mynode] (config) #ip default-gateway <ipaddr>|{import cell|dhcp|pppoe}|{ipsec <name>}
<cost> | mgmt | <nexthop>

Configuring the Loopback IP Address for the Managed Device

You must configure a loopback address if you are not using a VLAN ID address to connect the managed
device to the network (see Deployment Scenario #3: APs on Multiple Different Subnets from Managed
Devices on page 91).
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NOTE

After you configure or modify a loopback address, you must reboot the managed device.

If configured, the loopback address is used as the managed device's IP address. If you do not configure a
loopback address for the managed device, the IP address assigned to the first configured VLAN interface IP
address is considered. Generally, VLAN 1 is configured first and is used as the managed device's IP address.
AOS-W allows the loopback address to be part of the IP address space assigned to a VLAN interface. For
example, if VLAN 5 interface on the managed device was configured with the IP address 10.3.22.20/24, the
loopback IP address can be configured as 10.3.22.220.

HOTE

NOTE

You configure the loopback address as a host address with a 32-bit netmask. The loopback address should be
routable from all external networks.

STP is disabled by default on the managed device. STP ensures a single active path between any two network
nodes, thus avoiding bridge loops. Disable STP on the managed device if you are not employing STP in your
network.

The following procedure describes how to configure a loopback IP address:
1. In the Managed Network node hierarchy, navigate to the Configuration > System > General tab.
2. Click the Loopback Interface accordion menu.
3. Enter the IPv4 address and/or the IPv6 address in the corresponding text boxes.
4. Click Submit.
5. Inthe Managed Network node hierarchy, navigate to the Configuration > System > More tab.
6. Click and expand Spanning Tree.
7. Click the Spanning tree toggle switch to enable this setting. By default, spanning tree is disabled.
8. Click Submit.
9. Click Pending Changes.
10. In the Pending Changes window, select the check box and click Deploy changes.

You must reboot the managed device for the new IP address to take effect.

11. In the Mobility Master > host node hierarchy, navigate to the Maintenance > Software
Management > Reboot tab.

12. Select the Save Current Configuration Before Reboot check box.
13. Click Reboot.

The following CLI commands configure a loopback IP address:
(host) [mynode] (config) #interface loopback ip address <A.B.C.D>

(
(host) [mynode] (config) #no spanning-tree
(host) [mynode] (config) #write memory
(host) [mynode] (config) #reload

The managed device returns the following messages:
Do you really want to reset the system(y/n):

Entery to reboot the managed device or n to cancel.
System will now restart!

Restarting system.
To verify that the managed device is accessible on the network, ping the loopback address from a workstation
on the network.
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Configuring the System Clock

You can manually set the clock on the managed device, or configure the managed device to use a NTP server
to synchronize its system clock with a central time source. For more information about setting the managed
device's clock, see Setting System Clock on page 961.

Configuring the License Management with ASP

Starting from AOS-W 8.4.0.0, AOS-W License automation feature is supported where the Mobility Master
obtains the licenses from Aruba Support Portal (ASP) or License Management Server (LMS) automatically. The
users need not manually add the licenses on the Mobility Master.

For the Mobility Master to obtain licenses, the users have to enter the ASP credentials using Mobility Master
WebUI or the CLI only once.

NOTE

The user can also assign new licenses to the Mobility Master using the WebUl instead of through Aruba Support
Portal.

On-boarding ASP Licenses

Before sighing on to ASP from Mobility Master, user must on-board the account from ASP,
asp.arubanetworks.com.

Configuring license Management with Aruba Support Portal

The following procedure describes how to enable the ASP options:
. In the Mobility Master node hierarchy, navigate to Configuration > System > General tab.
. Expand the Aruba Support Portal (ASP) section.
. Enable the Connect to ASP option.

. Click Sign In.
. Click Submit.

. To view the ASP license keys allotted to the Mobility Master, navigate to Configuration > Licensing >
License Inventory.

1
2
3
4. Enter the Username and Password to sign into Aruba Support Portal.
5
6
7

You can also enable the ASP option using the following steps:
1. Inthe Mobility Master node hierarchy, navigate to Mobility Master > Configuration > Licensing.
2. Select Aruba Support Portal (ASP) option for License management.
3. Enter the Username and Password to sign in to Aruba Support Portal.
4. Click Sign In.

5. To view the ASP license keys allotted to the Mobility Master, navigate to Configuration > Licensing >
License Inventory.

The following command creates, enables, and views the ASP profile:

Creating default ASP Profile

(host) [mm] (config) #asp-profile (can be executed in mm node only)
(host) [mm] (Aruba Support Portal Profile) #asp-enable
(host) [mm] (Aruba Support Portal Profile) #asp-licensing-enable

Signing On to ASP

(host) [mm] (config) #asp signon username <username>

Verifying theASP sign-on status

(host) [mm] #show asp status
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(host) [mm] #show asp standby status

Checking the ASP account used to login

(host) [mm] #show asp account-info

Registering or Claiming a license purchase and verify available licenses

(host) [mm] #license asp register-order <confirmationnumber> <ordernumber>
(host) [mm] #show license asp unallocated-lic

Allocating licenses

(host) [mm] #license asp allocate-lic ap <ap-num>

Allocation can be done for all license types at once or one by one.

Verifying the PEFV licenses installed in Controllers

(host) [mm] #show license md-pefv-lic

Checking the total number of licenses allocated using ASP and Manual Licensing
(host) [mm] #show license summary

The following sections describe how to synchronize, view, allocate, and claim licenses:

Synchronizing Licenses between ASP and Mobility Master

Every successful sign-on attempt and also every time the Mobility Master is rebooted, the licenses between
Aruba Support portal and Mobility Master are synchronized seamlessly.

Mobility Master synchronizes licenses from Aruba Support portal every 24 hours.

The following procedure describes how to synchronize the licenses from ASP to Mobility Master:
1. In the Mobility Master node hierarchy, navigate to Mobility Master > Configuration > Licensing.
2. Select Aruba Support Portal (ASP).
3. Click License Inventory tab.
4. Click Update now to synchronize the activated licenses from ASP to Mobility Master.

The following CLI commands configure
(host) [mm] #license asp get-allocated-lic
(host) [mm] #license asp get-md-pefv-lic

Viewing, Allocating, and Claiming Licenses

The following procedure describes how to view, allocate, or claim the license inventory:

1. In the Mobility Master node hierarchy, navigate to Mobility Master > Configuration > Licensing.
2. Click License Inventory.

3. The License Inventory tab lists detailed information about all the licenses used. It provides the
following information:

m Type of License - the different type of licenses like AP, PEFNG, WEBCC, and so on.
m Description - the description of each type of license.

m Status - the status of the each type of license. For example, active license, not licensed, never licensed,
and so on.

m Expiration - the expiration type of each license type.
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m Total Activated - the sum of licenses allocated using ASP licensing method and licenses installed using
Manual method.

m Available - the licenses which are successfully claimed or registered to ASP account using an Order or
Confirmation Number.

4. To claim or register licenses, click Claim and enter Order # and Confirmation # and click Submit. The
order Number and confirmation number is received through an email from Aruba Sales team after a
successful license purchase.

5. To allocate or activate licenses, click Allocate and enter the number of licenses count for the license
types in ALLOCATE column and click Submit.

For more information on licenses installation, refer to the Alcatel-Lucent Mobility Master Licensing Guide.

Offline Licensing feature

When a Mobility Controller Virtual Appliance stand-alone controller fails in a remote deployment, the backup
stand-alone is brought up by deploying the OVA file but for the backup stand-alone controller should work
with the same capacity and features of the failed stand-alone controller, it requires the same licenses.

This feature is supported only for Mobility Controller Virtual Appliance configured as a stand-alone Switch.

In a scenario where the remote deployment has lost internet access or connection to the base, the user
cannot activate the new license required for the backup standalone controller. In such a case, the offline
licensing feature is used to activate new license using a Master Token Key (MTK).

The Master Token Key is generated by the user through LMS and this MTK is then, sealed in an envelope and
provided to the user on a need basis. The MTK supports installing and activating MC-VA-XX licensing type, AP,
PEF, and RFP licenses.

Webcc and ACR licenses cannot be installed through MTK.

For more information, see Aruba Mobility Master licensing guide.

Connecting the Managed Device to the Network

Connect the ports on the managed device to the appropriately-configured ports on an L2 switch or router.
Make sure that you have the correct cables and that the port LEDs indicate proper connections. Refer to the
Alcatel-Lucent Virtual Appliance Installation Guide for details on the managed device for port LED and cable
descriptions.

In many deployment scenarios, an external firewall is situated between various Alcatel-Lucent devices. External
Firewall Configuration on page 802 describes the network ports that must be configured on the external firewall to
allow proper operation of the network.

To verify that the managed device is accessible on the network:

m If you are using VLAN 1 to connect the managed device to the network (Deployment Scenario #1:
Managed Device and APs on Same Subnet on page 89 and Deployment Scenario #2: APs All on One
Subnet Different from Managed Device Subnet), ping the VLAN 1 IP address from a workstation on the
network.

m |f you created and configured a new VLAN (Deployment Scenario #3: APs on Multiple Different Subnets
from Managed Devices on page 91), ping the IP address of the new VLAN from a workstation on the
network.

Configuring your managed device and AP is done through either the WebUI or the CLI.
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m  WebUl is accessible through a standard Web browser from a remote management console or workstation.
The WebUI includes configuration tasks that walk you through easy-to-follow configuration steps. Each
task has embedded online help. The tasks are:

e Provision New APs—basic AP configurations including LAN, Remote, LAN Mesh, and Remote Mesh
deployment scenarios.

e Switch—applicable only the first time the managed device is brought UP; basic managed device
configuration including system settings, Control Plane security, and cluster settings.

e Create a New WLAN—creating and configuring new WLANSs and LANs associated with the “default” ap-
group. Includes campus-only and remote networking.

| | Clicking Cancel from the tasks (wizards) return you to where you launched the tasks from. Any configuration
changes you entered are not saved.

MNOTE
m The CLI allows you to configure and manage managed device. The CLI is accessible from a local console
connected to the serial port on the managed device or through a Telnet or SSH session from a remote
management console or workstation.
By default, you can only access the CLI from the serial port or from an SSH session. To use the CLI in a Telnet
NoTh session, you must explicitly enable Telnet on the managed device.

The procedure below describes the steps to replace an existing stand-alone Switch and/or a redundant Switch.
Best practice is to replace the backup Switch first, and replace the active Switch only after the new backup
Switch is operational on the network. When you remove the active Switch from the network to replace it, the
new backup Switch takes over the active Switch role. When you add a second Switch to the network, the
second Switch automatically assumes the role of a backup Switch.

For information on the Mobility Controller Virtual Appliance, refer to the Alcatel-Lucent Virtual Appliance
Installation Guide.

Replacing an Returned Merchandise Authorization (RMA) Device

If the Switch being replaced was returned to Alcatel-Lucent as an RMA device, the license keys on the RMA
Switch cannot be directly transferred to a new device, and must be regenerated.

To generate a new license key for a Switch that is returned as an RMA:

1. Access the My Networking Portal at http://hpe.com/networking/mynetworking/.
. Login to the My Networking Portal using the HPE Passport.
. Click View licenses or Transfer licenses to new platform. All available licenses are displayed.
. Select the >> icon at the right end of the record to verify the license details before transferring it.
. Click Transfer License at the bottom of the page.
. Select a Switch from the AOS Controller Type drop-down list.
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. Enter the serial number of the mobility Switch in the Serial number text box; or enter the passphrase
of the Mobility Master in the PassPhrase text box.

8. Select the license to be transferred.

9. Click Transfer at the bottom of the page. A new license key is generated, which you can apply to the
Switch.

Procedure Overview

The procedure to replace a backup or active Switch consists of the following tasks:
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. Step 1: (Optional) Change the VRRP Priorities for a Redundant Master Pair on page 104

. Step 2: Back Up the Flash File System on page 104

. Step 3: Stage the New Switch on page 104

. Step 4: Add Licenses to the New Switch on page 105

. Step 5: Backup Newly Installed Licenses on page 105

. Step 6: Import and Restore the Flash Backup on page 105

. Step 7: Restore Licenses on page 105
. Step 8: Reboot the Switch on page 106
9. Step 9. (Optional) Modify the Host Name on page 106
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10. Step 10: Save your Configuration on page 106

11. Step 11: Remove the Existing Switch on page 106

E If your Switch does not have any manually added licenses, skip steps 3, 4, and 6 of the following procedure.
NOTE

Step 1: (Optional) Change the VRRP Priorities for a Redundant Master Pair

If your deployment uses VRRP to define the primary Mobility Master in a pair of redundant Mobility Masters
and you are replacing only the primary Mobility Master, you must change the VRRP priority levels of the
Switches so that the primary Mobility Master has a lower priority than the backup Mobility Master. This will
allow the configuration from the backup Mobility Master to be copied to the new Mobility Master, and
prevent an old or inaccurate configuration from being pushed to the managed devices.

Step 2: Back Up the Flash File System

To start the migration process, access the backup Switch or the Mobility Master being replaced and create a
backup of the flash file system. You can create a backup file using the WebU| or command-line interfaces.

To create a flash backup from the command-line interface, access the active Switch and issue the backup
flash command.

To back up the flash from the WebUI, log in to the current backup Switch or active Switch and create a flash
backup using the procedure below.

1. In the Mobility Master node hierarchy, select the device and navigate to the Maintenance >
Configuration Management > Backup tab.

2. For the Select what to backup option, select Flash.
3. Click Create Backup. A confirmation message (Backup saved successfully) is displayed.

4. Click Copy Backup to create a copy of the backup file. By default, the flash backup file is named
flashbackup.tar.gz.

5. Inthe Select source file drop-down list, select Flash file system.
6. In the File name drop-down list, select the relevant file name.

7. Inthe Select destination file drop-down list, select one of the server options to move the flash
backup off the Switch.

8. In the File name text box, enter the name of the Flash backup file to be exported.
9. Click Copy. A confirmation message (Files copied successfully) is displayed.

Step 3: Stage the New Switch

The next step in the procedure is to stage the new backup Switch or active Switch with basic IP connectivity.
Power up the new Switch, connect a laptop computer to the Switch’s serial port, and follow the prompts to
configure basic settings, such as the Switch name, role, VLAN, gateway, country code, and time zone.
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Step 4: Add Licenses to the New Switch

To replace a Switch with manually added licenses, you will need to transfer those licenses to the new Switch as
part of the replacement process.

Use the license add command in the command-line interface. Alternatively, in the Mobility Master node
hierarchy, navigate to the Configuration > License page to add new or transferred licenses to the new
Switch.

& Do not reboot the Switch at the end of this step. Do not save the configuration or write it to memory. Reboot only

after the flash memory and the licenses have been restored.
CAUTION

Step 5: Backup Newly Installed Licenses

Use the license export command in the command-line interface to back up the newly installed licenses to

the backup license database.
(host) [mynode] #license export <filename>

Do not reboot the Switch at the end of this step. Do not save the configuration or write it to memory. Reboot only

after the flash memory and the licenses have been restored.
CAUTION

Step 6: Import and Restore the Flash Backup

Import and restore the backup flash file system from the original Switch to the new Switch.

Do not reboot the Switch at the end of this step. Do not save the configuration or write it to memory. Reboot only

after the flash memory and the licenses have been restored.
CAUTION

The following procedure describes how to import and restore a flash backup:
1. Access the new Switch.

2. Inthe Mobility Master node hierarchy, select the device and navigate to the Diagnostics >
Technical Support > Copy Files tab.

3. Inthe Select source file drop-down list, select any of the source options.
4. In the File name drop-down list, select the relevant source file name.
5.In the Select destination file drop-down list, select Flash file system.
6. In the File name text box, enter the name of the Flash backup file.

7. Click Copy. By default, the flash backup file is named flashbackup.tar.gz. A confirmation message
(Files saved successfully) is displayed.

8. Next, to restore the backup of the flash file system, navigate to Mobility Master > host node
hierarchy, navigate to Maintenance > Configuration Management > Restore tab.

9. Select Flash and click Restore. A confirmation message (Flash restored sucessfully) is displayed.

To import and restore a flash backup file using the command-line interface, use the copy and restore flash

commands. The following example copies a backup file from a USB drive.

(host) [mynode] #copy usb: Partition 1 flashbak2 3600.tar.gz flash: flashbackup.tar.gz
....File flashbak2 3600.tar.gz copied to flash successfully.

(host) [mynode] #restore flash

Step 7: Restore Licenses

Execute the license import command in the command-line interface to import licenses from the license

database to the new Switch.
(host) [mynode] #license import <filename>

/\ Do not save the configuration or write to memory at the end of this step.
CAUTION
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Step 8: Reboot the Switch

When all the licenses have been restored, issue the reload command in the command-line interface.
Alternatively, in the Mobility Master node, navigate to Maintenance > Software Management >
Reboot in the WebUI to reboot the new Switch. After rebooting, the Switch should not be on the network (or
a reachable subnet) with the Switch it will replace. This is to prevent a possible IP address conflict.

Do not save the configuration or write to memory at the end of this step.

CAUTION

Py

(host) [mynode] #reload

Do you want to save the configuration(y/n): n

Do you really want to restart the system(y/n): y
System will now restart!

Step 9. (Optional) Modify the Host Name

Execute the hostname command in the command-line interface to give the new Switch a unique host name.
(The flash restoration process gives the new Switch the same name as the existing Switch.)

Do not save the configuration or write to memory at the end of this step.

CAUTION

Step 10: Save your Configuration

Now, you must save the configuration settings on the new Switch. Execute the write memory command in
the command-line interface, or in the Web Ul navigate to the Managed Network node hierarchy, click the
Configuration tab and select Pending Changes at the top of the WebUI page.

Step 11: Remove the Existing Switch

If you are only replacing a backup Switch, remove the existing backup Switch and then connect the
replacement Switch to the network. If you are replacing both an active Switch and a backup Switch, replace
the backup Switch first.

When the active Switch is removed from the network, the backup Switch immediately assumes the role of
active Switch, and all active APs associate to the new active Switch within a few seconds. Therefore, when you
add another Switch to the network, it will, by default, assume the role of a backup Switch.

If you changed the VRRP priorities of your redundant Mobility Master prior to replacing the primary Mobility
Master, you may wish to change them back once the new primary Mobility Master is active on the network.
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Control Plane Security

AOS-W supports secure |Psec communications between a managed device and campus APs or remote APs
using public-key self-signed certificates created by each Mobility Master. The managed device certifies its APs
by issuing them certificates.

If the Mobility Master has any associated managed device, the Mobility Master sends a certificate to each
managed device, which in turn sends certificates to their own associated APs. If a managed device is unable to
contact the Mobility Master to obtain it's own certificate, it will not be able to certify the APs, and those APs
can not communicate with their managed device until Mobility Master-managed device communication has
been re-established. You create an initial CPsec configuration when you first configure the managed device
using the initial setup wizard. The AOS-W initial setup wizard enables CPsec by default, so it is very important
that the managed device be able to communicate with the Mobility Master when it is first provisioned.

Some AP model types have factory-installed digital certificates. These AP models use their factory-installed
certificates for IPsec, and do not need a certificate from the managed device. Once a campus AP or remote AP
is certified, either through a factory-installed certificate or a certificate from the managed device, the AP can
failover between managed devices and still stay connected to the secure network, because each AP has the
same Mobility Master as a common trust anchor.

The managed device maintains two separate AP whitelists; one for campus APs and one for remote APs. These
whitelists contain records of all campus APs or remote APs connected to the network. You can use a campus
AP or remote AP whitelist at any time to add a new valid campus AP or remote AP to the secure network, or
revoke network access to any suspected rogue or unauthorized APs.

When the managed device sends a certificate to the AP, that AP must reboot before it can connect to the
managed device over a secure channel. If you are enabling CPsec for the first time on a large network, you
may experience several minutes of interrupted connectivity while each AP receives its certificate and
establishes its secure connection.

Topics in this chapter include:

m  Control Plane Security Overview on page 107

m  Configuring Control Plane Security on page 108

m  Managing AP Whitelists on page 109

m  Whitelist DB Optimization on page 116

m  Configuring Networks with a Backup Mobility Master on page 117

=  Replacing a Switch on a Multi-Switch Network on page 117

m  Troubleshooting Control Plane Security on page 118

Switches using CPsec send certificates to APs that you have identified as valid APs on the network. If you want
closer control over each AP that is certified, you can manually add individual campus and remote APs to the
secure network by adding each AP's information to the whitelists when you first run the initial setup wizard. If
you are confident that all APs currently on your network are valid APs, then you can use the initial setup
wizard to configure automatic certificate provisioning to send certificates from the Switch to each campus or
remote AP, or to all campus and remote APs within specific ranges of IP addresses.
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The default automatic certificate provisioning setting requires that you manually enter each campus AP’s
information into the campus AP whitelist, and each remote AP's information into the remote AP whitelist. If
you change the default automatic certificate provisioning values to let the Switch send certificates to all APs
on the network, all valid APs will receive certificate, but this also increases the chance that you will certify a
rogue or unwanted AP. If you configure the Switch to send certificates to only those APs within a range of IP
addresses, there is a smaller chance that a rogue AP receives a certificate, but any valid AP with an IP address
outside the specified address ranges will not receive a certificate, and cannot communicate with the Switch
(except to obtain a certificate). Consider both options carefully before you complete the CPsec portion of the
initial setup wizard. If your Switch has a publicly accessible interface, you should identify the APs on the
network by the IP address range. This prevents the Switch from sending certificates to external or rogue
campus APs that may attempt to access your Switch through that publicly accessible interface.

When you initially deploy the Switch, you create your initial CPsec configuration using the initial setup wizard.
These settings can be changed at any time using the WebUI or CLI. The following procedure describes how to
create the initial CPsec configuration.

1. In the Managed Network node hierarchy, navigate to the Configuration > System > CPSec tab.
2. Select the Control Plane Security accordion.
3. Click the Enable CPSEC toggle switch to enable this setting.
4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.
To enable auto cert provisioning:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > System > CPSEC tab.
. Select the Control Plane Security accordion.
. Click the Enable CPSEC toggle switch to enable this setting.
. Click the Enable auto cert provisioning toggle switch to allow AP's from specified ranges.

u b~ W N

. Click the Only accept APs from specified ranges toggle switch to enable this setting.
a. Click + in Address ranges for Auto Cert Provisioning table. The New Address Range window is
displayed.
b. Enter the IPv4 or IPv6 address in the Start address IPv4 or v6 and End address IPv4 or v6 fields.
c. Click OK.

6. Click Submit.

7. Click Pending Changes.

8. Inthe Pending Changes window, select the check box and click Deploy changes.

The Mobility Master generates its self-signed certificate and begins distributing certificates to campus APs and
any managed devices on the network over a clear channel. After all APs have received a certificate and have
connected to the network using a secure channel, access the Control Plane Security window and turn off
auto certificate provisioning if that feature was enabled. This prevents the Switch from issuing a certificate to
any rogue APs that may appear on your network at a later time.
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Table 15: Control Plane Security Parameter

Parameter Description

Enable CPSEC Select enable or disable to turn the control plane security feature on or off. This
feature is enabled by default.

Enable auto cert When you enable the control plane security feature, you can toggle this switch to
provisioning turn on automatic certificate provisioning. When you enable this feature, the Switch
attempts to send certificates to all associated campus APs. Auto certificate
provisioning is disabled by default.

NOTE: If you do not want to enable automatic certificate provisioning the first time
you enable control plane security on the Switch, you must identify the valid APs on
your network by adding those to the campus AP whitelist. For details, see Managing
AP Whitelists on page 109.

After you have enabled automatic certificate provisioning, you must select Only
accept APs from specified ranges.

Only accept APs Enabling this option will let you automatically certify APs within a select range of IP
from specified addresses.
ranges

Address ranges for | The Address ranges for Auto Cert Provisioning section allows you to send

Auto Cert certificates to a group of campus or remote APs within a range of IP addresses. Click
Provisioning + to specify the start and end IP address of the range. Repeat this procedure to add
additional IP ranges to the list of allowed addresses. If you enable both control plane
security and auto certificate provisioning, all APs in the address list receives
automatic certificate provisioning.

Remove a range of IP addresses from the list of allowed addresses by selecting the
IP address range from the list and clicking Delete.

The following commands configure CPsec on a managed device or Mobility Master:

(host) [md] (config) #control-plane-security

(host) [md] (Control Plane Security Profile) #auto-cert-allow-all

(host) [md] (Control Plane Security Profile) #auto-cert-allowed-addrs <start> <end>
(host) [md] (Control Plane Security Profile) #auto-cert-prov

(host) [md] (Control Plane Security Profile) #cpsec-enable

The following command enables you to view the current CPsec settings:
(host) [md] (config)#show control-plane-security

Campus or OAW-RAPs appear as valid APs in the OAW-AP or OAW-RAP whitelists when you manually enter
their information into the OAW-AP or OAW-RAP whitelists using the WebUI or CLI of a Switch. Also, the OAW-
APs or OAW-RAPs appear as valid APs after a Switch sends a certificate to an AP as part of automatic certificate
provisioning and the AP connects to the Switch over a secure tunnel. APs that are not approved or certified on
the network are included in the OAW-AP whitelists, but these APs appear in an unapproved state.

Use the AP whitelists to grant valid APs secure access to the network or to revoke access from suspected
rogue APs. When you revoke or remove an AP from the OAW-AP or OAW-RAP whitelists on a Switch that uses
CPsec, that AP will not able to communicate with the Switch again, unless the AP obtains a new certificate.

The following sections discuss the procedures to manage AP whitelists:

Adding an AP to the Campus or Remote AP Whitelists

You can add an AP to the OAW-AP or OAW-RAP whitelists using the WebUI or CLI. The following procedure
describes the steps to add an AP to the OAW-AP or OAW-RAP whitelist:
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1. In the Managed Network node hierarchy, navigate to the Configuration > Access Points >
Whitelist tab.

2. Click Campus AP Whitelist or Remote AP Whitelist tab.
3. Click +.

4. Define the following parameters for each AP you want to add to the AP whitelist:

Table 16: AP Whitelist Parameters

Parameter Description

Campus AP whitelist configuration parameters

MAC address MAC address of campus AP that supports secure communications to and
from its Switch.

AP name Name of the campus AP. If you do not specify a name, the AP uses its MAC
address as AP name.

AP group Name of the AP group to which the campus AP is assigned. If you do not
specify an AP group, the AP uses default as its AP group.

Description Brief description of the campus AP.

Remote AP whitelist configuration parameters

MAC address MAC address of the remote AP, in colon-separated octets.
AP name Name of the Remote AP. If you do not specify a name, the AP uses its MAC
address as AP name.
AP group Name of the AP group to which the Remote AP is assigned.
Description Brief description of the Remote AP.
IPv4 address IPv4 address of the Remote AP.
IPv6 address IPv6 address of the Remote AP.
5. Click Submit.

6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.
The following CLI command adds an AP to the OAW-AP whitelist:

(host) [mynode] (config) #whitelist-db cpsec add mac-address <address>
ap-group <ap_group>
ap-name <ap_ name>
description <description>

The following CLI command adds an AP to the OAW-RAP whitelist:
(host) [mynode] (config) #whitelist-db rap add mac-address <mac-address>
ap-group <ap-group>
ap-name <ap-name>
description <description>
full-name <name>
remote-ip <inner-ip-adr>
remote-ipv6 <ipvé address>
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Viewing AP Whitelist Entries

The WebUI displays the table of entries in the selected AP whitelist. The table of entries page displays a list of
AP whitelist entries.

The Configuration > Access Points > Whitelist tab displays the list of the OAW-AP whitelists by default.
To view the list of OAW-RAP whitelists, click Remote AP whitelist.
The OAW-RAP whitelist entries page displays only the information you can manually configure. The OAW-AP

whitelist entries page displays both user-defined settings and additional information that are updated when
the status of a OAW-AP changes.

Table 17: Campus AP Parameters

Parameter Description

Status Displays the status of the AP whitelist entry.
Revoke text Brief description for revoking the campus AP.
Approved Approval status of the campus AP.

Updated Time and date of the last AP status update.

To view information about the OAW-AP and OAW-RAP whitelists using the CLI, issue the following commands:
(host) [mynode] #show whitelist-db cpsec

Control-Plane Security Whitelist-entry Details

MAC-Address AP-Group AP-Name Enable State Cert-Type

Description Revoke Text Last Updated

6c:£3:7f:cc:42:25 Enabled certified-factory-cert factory-cert
Thu Jul 7 03:42:21 2016

9c:1lc:12:c0:7c:ab default san225 Enabled certified-factory-cert factory-cert
Wed Aug 3 10:34:13 2016

24:de:cb:ca:94:ba Enabled certified-factory-cert factory-cert
Fri Apr 22 06:28:46 2016

94:b4:0f:c0:cc:42 Enabled certified-factory-cert factory-cert
Fri Aug 5 06:54:43 2016

18:64:72:cf:e6:9c Enabled certified-factory-cert factory-cert
Tue Aug 9 07:35:41 2016

ac:a3:le:c0:e6:82 Enabled certified-factory-cert factory-cert
Wed Aug 10 09:12:23 2016

ac:a3:le:cd:36:84 Enabled certified-factory-cert factory-cert
Fri Jun 17 05:50:02 2016

ac:a3:le:c0:e6:9a Enabled certified-factory-cert factory-cert

Thu May 26 06:31:13 2016
Total Entries: 8

(host) [mynode] #show whitelist-db cpsec-status

My Mac-Address 00:1la:1le:00:1a:b8
My IP-Address 10.15.28.16
Master IP-Address 10.15.28.16
Switch-Role Master

Whitelist-sync is disabled
Entries in Whitelist database
Total entries:

Approved entries:

Unapproved entries:

Certified entries:

Certified hold entries:
Revoked entries:

O, NN O WL
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Marked for deletion entries: 0
Current Sequence Number: 147

(host) [mynode] #show whitelist-db rap
Entries in Whitelist database

Total entries: 0
Revoked entries: 0
Marked for deletion entries: O

AP Entries: 4

Modifying an AP in the Campus AP Whitelist

Use the following procedures to modify the AP group, AP name, certificate type, state, description, and
revoked status of an AP in the OAW-AP whitelist using the WebUI or CLI.

The following procedure describes the steps to modify an AP in the OAW-AP whitelist:

1. In the Managed Network node hierarchy, navigate to the Configuration > Access Points >
Whitelist tab.

2. Click Campus AP Whitelist tab.
3. Select the check box of the AP that you want to modify.

4. Modify the settings of the selected AP. Some of the following parameters are available when adding an
AP to the OAW-AP whitelist.

= AP name: The name of the OAW-AP. If you not specify a name, the AP uses its MAC address as a name.
m AP group: The name of the AP group to which the OAW-AP is assigned.
m Description: Brief description of the OAW-AP.
m Status: Select Revoked or Accepted.
m Revoked string: Enter a value for this string.
5. Click Submit to update the OAW-AP whitelist entry with its new settings.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.
The following CLI commands modify an AP in the OAW-AP whitelist:

(host) #whitelist-db cpsec modify mac-address <name>
ap-group <ap_group>
ap-name <ap_name>
cert-type {switch-cert|factory-cert}
description <description>
mode {disable]|enable}
revoke-text <revoke-text>
state {approved-ready-for-cert|certified-factory-cert}

Revoking an AP from the Campus AP Whitelist

You can revoke an invalid or rogue AP either by modifying its revoke status (as described in Modifying an AP
in the Campus AP Whitelist on page 112) or by directly revoking it from the OAW-AP whitelist without
modifying any other parameter. When revoking an invalid or rogue AP, enter a brief description why the AP is
being revoked. When you revoke an AP from the OAW-AP whitelist, the OAW-AP whitelist retains the
information of the AP. To revoke an invalid or rogue AP and permanently remove it from the whitelist, delete
that entry.

You can revoke an AP from the OAW-AP whitelist using the WebUI or CLI.
The following procedure describes the steps to revoke an AP from the OAW-AP whitelist:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Access Points >
Whitelist tab.

2. Click Campus AP Whitelist tab.
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3. Click on the check box next to the AP you want to revoke and click Revoke. The Revoke window is
displayed.
4. Enter a brief description of why the AP is being revoked in the Revoke text field.
5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.
The following CLI command revokes an AP via the OAW-AP whitelist:

(host) [mynode] (config) #whitelist-db cpsec revoke mac-address <name> revoke-text <comment>

Deleting an AP from the Campus AP Whitelist

Before deleting an AP from the OAW-AP whitelist, verify that auto certificate provisioning is either enabled or
disabled only for IP addresses that do not include the AP being deleted. If you enable automatic certificate
provisioning for an AP that is still connected to the network, you cannot delete it from the OAW-AP whitelist;
the Switch immediately re-certifies the AP and re-creates its whitelist entry.

You can delete an AP from the OAW-AP whitelist using the WebUI or CLI. The following procedure describes
the steps to delete an AP from the OAW-AP whitelist:

1. In the Managed Network node hierarchy, navigate to the Configuration > Access Points >
Whitelist tab.

2. Click Campus AP Whitelist tab.
3. Select the check box of the AP that you want to delete, then click Delete.
4. Click Delete.
5. Click Pending Changes.
6. Inthe Pending Changes window, select the check box and click Deploy changes.
The following animation displays how to delete an AP from the OAW-AP whitelist in the WebUI:
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The following CLI command deletes an AP from the OAW-AP whitelist:

(host) [mynode] (config) #whitelist-db cpsec del mac-address <name>

Purging a Campus AP Whitelist

Before adding a new managed device to a network using CPsec, purge the campus AP whitelist on the new

managed device. To purge a OAW-AP whitelist, issue the following command:
(host) [mynode] (config) #whitelist-db cpsec purge

Offloading a Switch Whitelist to ClearPass Policy Manager

This feature allows to externally maintain AP whitelist in a ClearPass Policy Manager server. The Switch, if
configured to use an external server, can send a RADIUS access request to a ClearPass Policy Manager server.
The MAC address of the AP is used as a username and password to construct the access request packet. The
ClearPass Policy Manager server validates the RADIUS message and returns the relevant parameters for the
authorized APs.
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The following supported parameters are associated with the following Vendor Specific Attributes (VSAs). The
ClearPass Policy Manager server sends them in the RADIUS access accept packet for authorized APs:

m ap-group: Alcatel-Lucent-AP-Group
m ap-name: Alcatel-Lucent-Location-ID
m ap-remote-ip: Alcatel-Lucent-AP-IP-Address

The following defaults are used when any of the supported parameters are not provided by the ClearPass
Policy Manager server in the RADIUS access accept response:

m ap-group: The default ap-group is assigned to the AP.
m ap-name: The MAC address of the AP is used as the AP name.

There is no change in the OAW-RAP role assignment. The OAW-RAP is assigned the role that is configured in
the VPN default-rap profile.

AOS-W now provides support for ClearPass Policy Manager to whitelist OAW-RAPs in a cluster environment.
You can configure ClearPass Policy Manager as an external server that authenticates OAW-RAPs using the
MAC address of OAW-RAPs. The OAW-RAPs are authenticated by maintaining whitelist entries in ClearPass
Policy Manager, and the cluster inner IP addresses are assignhed on the Mobility Master. Hence, the inner IP
address assignment is centralized and forwarded to the associated managed devices in the cluster.

The following procedure describes the steps to assign a ClearPass Policy Manager server to a OAW-RAP:
1. Configure a ClearPass Policy Manager server using the WebUI:;

a. Inthe Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

b. Click + in the Server Groups table.

c. Inthe Add Server Group window, enter the server group name in the Name field.
d. Click Submit.

e. Select the server group created.

f. Click + in the Server Group > <name> table.

g. To assign an existing server as the ClearPass Policy Manager server,

Select Add existing server option.

e Choose a server from the list.

e C(Click Submit.

h. To create a new ClearPass Policy Manager server,

e Select Add new server option.

e Enter/Select appropriate values in the following fields:
e Name,

o |P address / hostname

e Type

e C(Click Submit.

e Selectthe new server created in the All Servers table.

e Under Server Options, enter a value in the Shared Key field and re-enter the value in the Retype key
field.

e C(Click Submit.

i. Click Pending Changes.

j. Inthe Pending Changes window, select the checkbox and click Deploy Changes.
2. In the Mobility Master node hierarchy, navigate to the Configuration > System > Profiles tab.
3. Inthe All profiles list, select Wireless LAN > VPN Authentication> default-rap> Server Group.
4. Select the ClearPass Policy Manager server from the Server Group drop-down list.
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5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.
To assign a ClearPass Policy Manager server to a OAW-RAP that was initially an Instant AP:
1. Ensure that a ClearPass Policy Manager server is configured on the Switch.
. In the Mobility Master node hierarchy, navigate to the Configuration > System > Profiles tab.
. Inthe All profiles list, select Wireless LAN > VPN Authentication> default-iap> Server Group.
. Select the ClearPass Policy Manager server from the Server Group drop-down list.
. Click Save.

o U1 A W N

. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.
The following commands add a ClearPass Policy Manager server to a OAW-RAP:

Configure a RADIUS server with ClearPass Policy Manager server as host address. In this example cppm-rad is

the ClearPass Policy Manager server name and cppme-sg is the server group name.
(host) [md] (config) #aaa authentication-server radius cppm-rad
(host) [md] (RADIUS Server "test") # host 1.1.1.1

Run the following commands to add this server to a server group:
(host) [md] (config) #aaa server-group cppm-sg
(host) (Server Group "cppm-sg") #auth-server cppm-rad

Run the following commands to add this server group to the default-rap vpn profile:

(host) [md] (config) #aaa authentication vpn default-rap

(host) (VPN Authentication Profile "default-rap") #server-group cppm-sg

Run the following command to configure the OAW-RAP inner IP pool on the Mobility Master for cluster

deployment :
(host) [mynode] (config) #lc-rap-pool rap-cluster 3.1.1.3 3.1.1.10

Important Points to Remember

m Thelc-rap-pool command currently supports only IPv4 address in a cluster environment.

m Inthe cluster environment, the managed device does not use the IP address received from ClearPass
Policy Manager, and tries to obtain the cluster inner IP address from OAW-RAP inner IP pool for cluster
deployment (lc-rap-pool) configured on the Mobility Master. If the managed device fails to obtain the
inner IP address, the OAW-RAP does not establish IKE/IPsec tunnel with the managed device. The whitelist
entries are automatically generated after successful authentication and IP assignment from the OAW-RAP
inner |P pool.

m  When the OAW-RAP goes down on all cluster members, both the managed device and Mobility Master
delete the OAW-RAP whitelist entries that are generated automatically.

In addition to the existing push-based model that syncs whitelist entries to managed devices when they are
updated, deleted, or revoked from Mobility Master. The Mobility Master introduces a pull-based sync
mechanism for the whitelist database, in which AP whitelist entries are only synced to the managed devices
that require the entry. The pull-based sync mechanism is used when a Remote AP or CPsec AP terminates on a
managed device or if a network is down during a whitelist push, which can prevent messages from going
through to the managed devices. The managed device can use this as a fallback mechanism to periodically
check if it is in sync with the Mobility Master. If a mismatch is detected, the managed device pulls the new
entry from Mobility Master. All whitelist entries are configured from a centralized location on the Mobility
Master and synced to appropriate managed devices. Entries can also be configured directly on a managed
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device for debugging purposes. However, these changes are not synced back to the Mobility Master or any
other managed device.

This whitelist-DB optimization provides the following enhancements on Mobility Master:

m Reduced memory footprint.

m Increased performance on the Mobility Master and managed devices.

m Scalability and support for over 1000 managed devices and 10,000 APs on a Mobility Master.
m Scalability and support for managed devices with varying AP capacities.

m Simplified debugging process, as corrupt entries are no longer synced to every managed device on a given
Mobility Master.

Changes made to the whitelist-DB can only be applied to the postgres database and are not backwards-compatible.

You can view a Switch's current sequence number using the CLI:
(host) #show whitelist-db seg-pendlist

NOTE

HOTE

In a Mobility Master, only a global list of whitelist entries are available. To view the entries specific to a managed
device, login into the particular device to view the whitelist specific to the device.

This section describes the configuration with a backup Mobility Master.

If your network includes a redundant backup Mobility Master, you must synchronize the database from the

primary Mobility Master to the backup Mobility Master at least once after all APs are communicating with the

Switches over a secure channel. This ensures that all certificates, IPsec keys, and campus AP whitelist entries
are synchronized to the backup Switch. You should also synchronize the database any time the campus AP

whitelist changes (APs are added or removed to ensure that the backup Switch has the latest settings).

Mobility Master and backup Mobility Masters can be synchronized using either of the following methods:

=  Manual Synchronization: Issue the database synchronize command to manually synchronize
databases from your primary Mobility Master to the backup Mobility Master.

= Automatic Synchronization: Schedule automatic database backups using the database synchronize
period command in configuration mode.

If you add a new backup Mobility Master to an existing Mobility Master, you must add the backup Mobility Master as
the lower priority Switch. If you do not add the backup Mobility Master as a lower priority Switch, your CPsec
security keys and certificates may be lost. If you want the new backup Mobility Master to become your primary
Switch, increase the priority of that Switch to a primary Switch after you have synchronized your data.

The procedure to replace a Switch within a multi-Switch network varies, depending upon the role of that
Switch, whether the network has a single Mobility Master or a cluster of Mobility Masters, and whether or not
the Switch has a backup.

Replacing Switches in a Single Mobility Master Network

Use the procedures in this section to replace a Mobility Master or managed device in a network environment
with a single Mobility Master.
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NOTE

Replacing a Managed Device

Follow the steps below to replace a managed device in a single Mobility Master network:
1. Disconnect the managed device from the network.

2. If you plan on moving the managed device to another location on the network, purge the campus AP
whitelist on the managed device.

Access the CLI on the old managed device and issue the whitelist-db cpsec purge command.

3. Install the new managed device, but do not connect it to the network. If the managed device has been
previously installed on the network, you must ensure that the new managed device has a clean whitelist.

4. Purge the managed device whitelist by executing the whitelist-db cpsec purge command on the new
managed device.

5. Once the managed device has a valid CPsec certificate and configuration, the managed device receives
the campus AP whitelist from the Mobility Master and starts certifying approved APs.

6. APs associated with the new managed device reboots and creates new IPsec tunnels to the Switch using
the new certificate keys.

Replacing a Redundant Mobility Master

The CPsec feature requires you to synchronize databases from the primary Mobility Master to the backup
Mobility Master at least once after the network is up and running. This ensures that all certificates, keys, and
whitelist entries are synchronized to the backup Mobility Master. Because the AP whitelist may change
periodically, you should regularly synchronize these settings to the backup Mobility Master. For details, see
Configuring Networks with a Backup Mobility Master on page 117.

When you install a new backup Mobility Master, you must add it as a lower priority Switch than the existing
primary Mobility Master. After you install the backup Mobility Master on the network, synchronize the
database from the existing primary Mobility Master to the new backup Mobility Master to ensure that all
certificates, keys, and whitelist entries required for CPsec are added to the new backup Mobility Master
configuration. If you want the new Mobility Master to act as the primary Mobility Master, you can increase
that Mobility Master's priority after the settings have been synchronized.

The CPsec settings of a Switch does not change if you upgrade the Switch running AOS-W 6.x to AOS-W 8.0.0.0. If
CPsec was already enabled, then it remains enabled after the upgrade, however if CPsec was not enabled
previously and you want to use this feature after upgrading, then you must manually enable CPsec.

Follow the procedures below to identify and troubleshoot CPsec issues:

Identifying Certificate Problems

If an AP has a problem with its certificate, check the state of the AP in the campus AP whitelist. If the AP is in
either the certified-hold-factory-cert or certified-hold-switch-cert states, you may need to manually change
the status of that AP before it can be certified.

n certified-hold-factory-cert: An AP is put in this state when the Switch thinks the AP has been certified
with a factory certificate, but the AP requests to be certified again. Because this is not a normal condition,
the AP is not approved as a secure AP until you manually change the status of the AP to verify that it is not
compromised. If an AP is in this state due to connectivity problems, then the AP recovers and is taken out
of this hold state as soon as connectivity is restored.

» certified-hold-switch-cert: An AP is put in this state when the Switch thinks the AP has been certified
with a Switch certificate yet the AP requests to be certified again. Because this is not a normal condition,
the AP is not be approved as a secure AP until a network administrator manually changes the status of the
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AP to verify that it is not compromised. If an AP is in this state due to connectivity problems, then the AP
recovers and is taken out of this hold state as soon as connectivity is restored.

Verifying Certificates

If you are unable to configure the CPsec security feature, verify that its TPM and factory-installed certificates
are present and valid by accessing the Switch’s CLI and issuing the show tpm cert-info command. If the
Switch has a valid certificate, the output of the command appears similar to the output in the example below.

This command works only on hardware Switches.

(host) #show tpm cert-info

TPM manufacturing factory certificate

subject= /CN=BA0003137::00:1a:1e:00:89:b8

issuer= /DC=com/DC=arubanetworks/DC=ca/CN=DEVICE-CAl
serial=2E1DFOD10000004C8EE7

notBefore=Aug 6 22:50:04 2013 GMT

notAfter=Sep 14 03:21:14 2032 GMT

Generated Factory certificate

subject= /CN=BA0003137::00:1a:1e:00:89:b8/L=SW

issuer= /CN=BA0003137::00:1a:1e:00:89:b8

serial=2E1DFOD10000004C8EE7

notBefore=Aug 6 22:50:04 2013 GMT

notAfter=Sep 14 03:21:14 2032 GMT

If the Switch displays the following output, it may have a corrupted or missing TPM and factory certificates.

Contact Alcatel-Lucent support.
(host) #show tpm cert-info
Cannot get TPM and Factory Certificate Info.

Disabling Control Plane Security
If you disable CPsec on a Mobility Master or managed device, all APs connected to that Switch reboot then
reconnect to the Switch over a clear channel.

If you disable CPsec for a managed device, APs directly connected to the managed device reboot and
reconnect to the managed device over a clear channel.

Verifying Whitelist Synchronization

To verify if the campus AP whitelist is downloaded from the Mobility Master to managed devices, check the
sequence numbers on the Mobility Master and managed device whitelists.

The sequence number value on a Mobility Master should be the same as the sequence number on the
managed device.

Rogue APs

If you enable auto certificate provisioning enabled with the Enable auto cert provisioning option, any AP
that appears on the network receives a certificate. If you notice unwanted or rogue APs connecting to your
Switch via an IPsec tunnel, verify that automatic certificate provisioning has been disabled, then manually
remove the unwanted APs by deleting their entries from the campus AP whitelist.
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Network Configuration Parameters

This section gives an overview of AOS-W WLAN. It describes the procedures to configure a basic WLAN and
define VLANs and ports. It also describes how to enable advanced WLAN, optional WLAN, and VLAN
optimization features.

Click any of the following links to configure a campus WLAN:
m  Campus WLAN Workflow on page 120

= Configuring VLANs on page 123
m  Trusted and Untrusted Ports and VLANs on page 130
Click the following links to configure a basic network:

m  Assign an IP Address to a VLAN on page 131

s Configuring Trusted or Untrusted Ports and VLANs on page 134

m  Configuring the Mobility Master IP Address on page 136

m  Configuring the Loopback IP Address on page 137

= Configuring Static IP Routes on page 137

Click the following links to configure advanced WLAN or optional WLAN features:
m  GRE Tunnels on page 138

m  GRE Tunnel Groups on page 144

m Jumbo Frame Support on page 146

m PVST+ on page 147

m RSTP on page 148

m PortFast and BPDU Guard for Spanning Tree on page 150
m LLDPonpage152

Create a campus WLAN by using the new WLAN wizard in the WebUI, manually configuring the WLAN in the
WebUI, or manually configuring the WLAN in the CLI.

Using the New WLAN Wizard in the WebUI

The simplest way to create a new WLAN is to use the New WLAN wizard, available in the Configuration >
WLANSs section of the WebUI (Managed Network node hierarchy). The wizard walks you through the steps
to define and configure the SSID, VLAN, authentication and authorization settings, and default user role for
the WLAN. The configuration options that appear in the WLAN wizard will vary, depending upon the type of
WLAN you choose to create.

Manually Configuring the WLAN in the WebUI

The following workflow lists the tasks to configure a campus WLAN, with a signal SSID, that uses 802.1X
authentication. Click any of the links below for details on the configuration procedures for that task.

1. Configure your authentication servers.
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2. Create an authentication server group and assign the authentication servers you configured in step 1 to
that server group.

3. Configure a firewall access policy.

4. Create a user role and assign the firewall access policy you created in step 3 to that user role.
5. Create an AAA profile.

a. Assign the user role defined in step 4 to the 802.1X Authentication Default Role of the AAA
profile.

b. Associate the server group you created in step 2 to the AAA profile.
. Create a new SSID profile.

. Create a new virtual AP profile.

6
7
8. Associate the virtual AP profile to the AAA profile you created in Step 5.
9. Associate the virtual AP profile to the SSID profile you created in Step 6.

Manually Configuring the WLAN in the CLI

The example below follows the suggested order of steps to configure a virtual AP using the command-line

interface.
(host) [mynode] (config) #aaa server-group THR-DOT1X-SERVER-GROUP-WPA2
auth-server Internal

(host) [mynode] (config) #ip access-list session THR-POLICY-NAME-WPA2
user any any permit

(host) [mynode] (config) #user-role THR-ROLE-NAME-WPA2
access-list session THR-POLICY-NAME-WPA2

(host) [mynode] (config) #aaa server-group THR-DOT1X-SERVER-GROUP-WPA2
auth-server Internal

(host) [mynode] (config) #aaa profile THR-AAA-PROFILE-WPA2
dotlx-default-role THR-ROLE-NAME-WPA2
dotlx-server-group THR-DOT1X-SERVER-GROUP-WPA2

(host) [mynode] (config) #wlan ssid-profile THR-SSID-PROFILE-WPA2
essid THR-WPA2
opmode wpaZ-aes

(host) [mynode] (config) #wlan virtual-ap THR-VIRTUAL-AP-PROFILE-WPA2
ssid-profile THR-SSID-PROFILE-WPA2
aaa-profile THR-AAA-PROFILE-WPA2
vlan 60

(host) [mynode] (config) #ap-group THRHQ1-STANDARD
virtual-ap THR-VIRTUAL-AP-PROFILE-WPA2

Aclient is assigned to a VLAN by one of several methods, in order of precedence. The assighment of VLANs
are (from lowest to highest precedence):

1. The default VLAN is the VLAN configured for the WLAN.

2. Before client authentication, the VLAN can be derived from rules based on client attributes (SSID, BSSID,
client MAC, location, and encryption type). Arule that derives a specific VLAN takes precedence over arule
that derives a user role that may have a VLAN configured for it.

3. After client authentication, the VLAN can be configured for a default role for an authentication method,
such as 802.1X or VPN.
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4. After client authentication, the VLAN can be derived from attributes returned by the authentication
server (server-derived rule). A rule that derives a specific VLAN takes precedence over a rule that derives a
user role that may have a VLAN configured for it.

5. After client authentication, the VLAN can be derived from Microsoft Tunnel attributes (Tunnel-Type,
Tunnel Medium Type, and Tunnel Private Group ID). All three attributes must be present as shown below.
This does not require a server-derived rule. For example:
Tunnel-Type="VLAN" (13)
Tunnel-Medium-Type="IEEE-802" (6)
Tunnel-Private-Group-Id="101"
6. After client authentication, the VLAN can be derived from VSA for RADIUS server authentication. This
does not require a server-derived rule. If a VSA is present, it overrides any previous VLAN assignment. For
example:
Alcatel-Lucent-User-VLAN
Alcatel-Lucent-Named-User-VLAN

The following sections describe:

m VLAN Derivation Priorities for VLAN types on page 122

m  Configuring Multiple Wired Uplink Interfaces (Active-Standby) on page 123

VLAN Derivation Priorities for VLAN types

The VLAN derivation priorities for VLAN is defined below in the increasing order:
. Default or Virtual AP VLAN

. VLAN from Initial role

. VLAN from UDRrole

. VLAN from UDR

. VLAN from DHCP option 77 UDR role (wired clients)

. VLAN from DHCP option 77 UDR (wired clients)

. VLAN from MAC-based Authentication default role

. VLAN from Server Derivation Rule role during MAC-based Authentication
. VLAN from SDR during MAC-based Authentication

10. VLAN from VSA role during MAC-based Authentication

11. VLAN from VSA during MAC-based Authentication

12. VLAN from Microsoft Tunnel attributes during MAC-based Authentication
13. VLAN from 802.1X default role

14. VLAN from SDR role during 802.1X

15. VLAN from SDR during 802.1X

16. VLAN from VSA role during 802.1X

17. VLAN from VSA during 802.1X

18. VLAN from Microsoft Tunnel attributes during 802.1X

19. VLAN from DHCP options role

20. VLAN from DHCP options
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A VLAN from DHCP options has highest priority for VLAN derivation. Note, however, that DHCP options are not

NoTa considered for derivation if the Aruba VSA ARUBA_NO_DHCP_FINGERPRINT (14) was sent for the user.

Use the following command to display user VLAN derivation debug information:
(host) [mynode] #show aaa debug vlan user [ip|ipv6|mac]
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Configuring Multiple Wired Uplink Interfaces (Active-Standby)

You can assign up to four VLAN interfaces to operate in active-standby topology. An active-standby topology
provides redundancy so that when an active interface fails, the user traffic can failover to the standby
interface.

To allow Mobility Master to obtain a dynamic IP address for a VLAN, enable the DHCP or PPPoE client on
Mobility Master for the VLAN. For more information, see Assigning a Static IP Address to a VLAN

Managed Devices operate as layer-2 switches that use a VLAN as a broadcast domain. As a layer-2 switch, the
managed device requires an external router to route traffic between VLANs. The managed device can also
operate as a layer-3 switch that can route traffic between VLANs defined on Mobility Master.

You can configure one or more physical ports on the managed device to be members of a VLAN. Additionally,
each wireless client association constitutes a connection to a virtual port on the managed device, with
membership in a specified VLAN. You can place all authenticated wireless users into a single VLAN or into
different VLANSs, depending upon your network. VLANs can remain inside the managed device, or they can
extend outside the managed device through 802.1q VLAN tagging.

You can optionally configure an IP address and netmask for a VLAN. The IP address is up when at least one
physical port in the VLAN is up. The VLAN IP address can be used as a gateway by external devices; packets
directed to a VLAN IP address that are not destined for the managed device are forwarded according to the
managed device's IP routing table.

NOTE

The maximum number of VLANs supported on the managed device is 256 each for static VLANs and for dynamic
VLANS.

Configuring VLANSs include:
m Creating and Updating VLANs on page 123

m Role Derivation for Named VLAN Pools on page 124

m  VLAN Pooling Resiliency on page 126
m  Adding a Bandwidth Contract to the VLAN on page 126
m  Optimizing VLAN Broadcast and Multicast Traffic on page 126

m Inter-VLAN Routing on page 127

m  Configuring Source NAT to Dynamic VLAN Address on page 128

m  Configuring Source NAT for VLAN Interfaces on page 128

Creating and Updating VLANSs
You can create and update a single VLAN, bulk VLANs, or a named VLAN.

Creating and Updating a Single VLAN

The following procedure creates and updates a single VLAN:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > VLANS tab.
2. Click + to create a new VLAN. (To edit an existing VLAN, click the VLAN entry.) See Creating and Updating

VLANSs on page 123 to create a range of VLANS.

a. Enter a name for the new VLAN.
b. Inthe VLAN ID/Range field, enter a valid VLAN ID. (Valid values are from 1 to 4094, inclusive).
C. Click Submit.

3. Click Submit.
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4. Click Pending Changes.
5. In the Pending Changes window, select the check box and click Deploy changes.

6. To add physical ports to the VLAN, go to the Ports page. To associate the VLAN with specific port-
channels, select Port-Channels.

a. If you selected Port, select the ports you want to associate with the VLAN from the Ports table. For
each port, select the new VLAN from the VLAN drop-down list.

b. If you selected Port-Channel, select the specific channel number you want to associate with the
VLAN from the Port Channel table.

c. Click Submit.
7. Click Submit.
8. Click Pending Changes.
9. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI command creates and updates a single VLAN:

(host) [mynode] (config) #vlan <id>

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-if) #switchport access vlan <vlan>

Creating and Updating Bulk VLANs

The following procedure creates and updates bulk VLANS:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > VLANS tab.

2. To add multiple VLANSs at one time, click + on the VLANSs window.
a. Inthe New VLAN pop-up window, enter a range of VLANs in the VLAN ID/Range field that you

want to create at once. For example, to add VLAN IDs numbered 200-300 and 302-350, enter 200-300,

302-350.
b. Click Submit.
3. To add physical ports to a VLAN, select the VLAN.
a. In the Port Members table, click Edit.
b. Select and move the ports from the Available list to the Selected list.
c. Click OK.
4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI command creates and updates bulk VLANS:
(host) [mynode] (config) #vlan <id>
(host) [mynode] (config) #vlan <id> range <range>

Creating and Updating a Named VLAN

Refer to the section Address Pool Management on page 280.

Role Derivation for Named VLAN Pools
Named VLANSs (single VLAN IDs or multiple VLAN IDs) can only be assigned to tunnel mode VAP's and wired

profiles. They can also be assigned to user roles, user rule derivation, server derivation, and VSA for tunnel and

bridge mode.

A VLAN name cannot be modified.
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For tunnel mode, named VLANSs that have the assignment type hash and even are supported.

For bridge mode only, named VLANs with the assignment type hash are supported. If a named VLAN with
even assignment is assigned to a user rule, user role, server derivation or VSA, then the hash assignment is
applied and the following error message is displayed - named VLAN assignment type EVEN not
supported for bridge. Applying HASH algorithm to retrieve vian-id.

L2 roaming is not supported with an even VLAN assignment.

NOTE

The following procedures configure Named VLANs under user rule, server derivation, user derivation, and
VSA:

To apply a named VLAN to a user rule:

1. In the Managed Network node hierarchy, navigate to Configuration > Authentication > User
Rules.

2. Select a user rule from the User Rules Summary table.
3. Click + to add a new rule.

4. Select VLAN from the Set Type drop-down list.

5. Select a VLAN from the VLAN drop-down list.

6. Configure the remaining profile settings: Rule Type, Condition, Value, and Description. Users are
assigned the selected VLAN when the rule matches.

7. Click Submit.

8. Click Pending Changes.

9. Inthe Pending Changes window, select the check box and click Deploy changes.
To apply a named VLAN to a user role:

1. In the Managed Network node hierarchy, navigate to Configuration > Roles & Policies > Roles.

2. Select arole from the Roles table, and then click Show Advanced View.

3. Under More, select a VLAN from the VLAN drop-down list.

4. Click Submit.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.
To apply a named VLAN to a server derivation (server group):

1. Inthe Mobility Master node hierarchy, navigate to Configuration > Authentication > Auth
Servers.

2. Select a server group from the Server Groups table.
3. Under Server Rules, click + to add a new rule.

4. Select set vlan from the Action drop-down list.

5. Select a VLAN from the Vlan drop-down list.

6. Configure the remaining profile settings: Attribute, Operation, and Operand. Users are assigned the
selected VLAN when the rule matches.

7. Click Submit.
8. Click Pending Changes.
9. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI command applies a named VLAN in a user rule:

(host) [mynode] (config) #aaa derivation-rules user <name>

(host) [mynode] (user-rule) #set vlan condition <rule-type> <attribute> <value> set-value
{<role>|<vlan>} [description <rule description>] [position <number>]
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The following CLI command applies a named VLAN in a user role:
(host) [mynode] (config) #user-role <name>
(user) [mynode] (config-role) #vlan <string>

The following CLI command applies a named VLAN in server derivation:

(host) [mynode] (config) #aaa server-group <group>

(user) [mynode] (Server Group) set vlan condition <attribute> contains|ends-with|equals|not-
equals|starts-with <string> set-value <set-value-str> [position <number>]

For a named VLAN derivation using VSA, configure the RADIUS server using these values:
Aruba-Named-UserVLAN 9 String Aruba 14823

VLAN Pooling Resiliency

Starting from AOS-W 8.7.0.0, the VLAN pool resiliency feature automatically assigns clients to the next
available VLAN ID if a particular VLAN pool is full. The following CLI commands configure VLAN pooling

resiliency:
(host) [mynode] (config) #vlan-name <name> assignment even ip-timeout
(host) [mynode] (config) #vlan-name <name> assignment even max-ip-timeouts

(host) [mynode] (config) #vlan-name <name> assignment even full-period

Users can enable or disable this feature using the ip-timeout parameter. The ip-timeout parameter
configures the timeout value (in seconds) of a DHCP request. If the client is not assigned an IP address within
the stipulated time, the request is timed out. After three consecutive IP timeouts, the VLAN ID will be marked
as full and clients will be assigned to the next available VLAN ID. The default value for the maximum number
of IP timeouts is 3 and it can be configured or edited using the max-ip-timeouts parameter. The time
duration for which a VLAN ID is marked as full is configured using the full-period parameter.

This feature is enabled by default and takes effect only when the VLAN assignment type is EVEN.

Adding a Bandwidth Contract to the VLAN

Bandwidth contracts on a VLAN can limit broadcast and multicast traffic. AOS-W includes an internal
exception list to allow broadcast and multicast traffic using the VRRP, LACP, OSPF, PVST, and STP protocols. To
remove per-VLAN bandwidth contract limits on an additional broadcast or multicast protocol, add the MAC
address for that broadcast or multicast protocol to the VLAN Bandwidth Contracts MAC Exception List.

The command in the example below adds the MAC address for CDP and VTP to the list of protocols that are
not limited by VLAN bandwidth contracts.

(host) [mynode] (config) #vlan-bwcontract-explist mac <mac>

To show entries in the VLAN bandwidth contracts MAC exception list execute the following command:
(host) [mynode] (config) #show vlan-bwcontract-explist internal

Optimizing VLAN Broadcast and Multicast Traffic

Broadcast-Multicast traffic from APs, remote APs, or distributions terminating on the same VLAN floods all
VLAN member ports. This causes critical bandwidth wastage, especially when the APs are connected to an L3
cloud where the available bandwidth is limited or expensive. Suppressing the VLAN broadcast-multicast traffic
to prevent flooding can result in loss of client connectivity.

To effectively prevent flooding of broadcast-multicast traffic on all VLAN member ports, use the beme-
optimization parameter under the interface vlan command. This parameter ensures controlled flooding
of broadcast-multicast traffic without compromising the client connectivity. This option is disabled by default.
You must enable this parameter for the controlled flooding of broadcast-multicast traffic.

HOTE

If you enable broadcast-multicast optimization on uplink ports, the managed device-generated Layer-2 packets will
be dropped.

The bemc-optimization parameter has the following exemptions:
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m All DHCP traffic will continue to flood VLAN member ports even if you enable the bcmc-optimization
parameter.

m  ARP broadcasts and VRRP (multicast) traffic will still be allowed.

The following procedure configures broadcast-multicast optimization:

. Inthe Mobility Masternode hierarchy, navigate to Configuration > Interfaces > VLANs.
. Select a VLAN from the VLANSs table.

. Under Vlan lIds, select the VLAN ID number.

. Navigate to the IPv4 tab for the selected VLAN ID.

. Click Other Option to expand it.

. Set the BCMC optimization to Enabled for the selected VLAN.

. Click Submit.

. Click Pending Changes.
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. Inthe Pending Changes window, select the check box and click Deploy changes.

The following CLI command configures broadcast-multicast optimization:
(host) [mynode] (config) #interface vlan <vlan>

(host) [mynode] (config-subif) #bcmc-optimization

(host) [mynode] (config-subif)#show interface vlan <vlan>

Inter-VLAN Routing

On the managed device, you can map a VLAN to a layer-3 subnetwork by assigning a static IP address and a
netmask or by configuring a DHCP or PPPOE server to provide a dynamic IP address and netmask to the VLAN
interface. The managed device, acting as a layer-3 switch, routes traffic between VLANSs that are mapped to IP
subnetworks; this forwarding is enabled by default.

In Figure 10, VLAN 200 and VLAN 300 are assigned the IP addresses 2.1.1.1/24 and 3.1.1.1/24, respectively.
Client Ain VLAN 200 is able to access server B in VLAN 300 and vice-versa, provided that there is no firewall
rule configured on the managed device to prevent the flow of traffic between the VLANSs.

Figure 10 Default Inter-VLAN Routing

VLAN200 | ( wanz0 )
< e - e e
— — Server B
Client A

e

You can optionally disable layer-3 traffic forwarding to or from a specified VLAN. When you disable layer-3
forwarding on a VLAN, the following restrictions apply:

m Clients on the restricted VLAN can ping each other, but cannot ping the VLAN interface on the managed
device. Forwarding of inter-VLAN traffic is blocked.

= |P mobility does not work when a mobile client roams to the restricted VLAN. You must ensure that a
mobile client on a restricted VLAN is not allowed to roam to a non-restricted VLAN. For example, a mobile
client on a guest VLAN will not be able to roam to a corporate VLAN.

The following procedure disables Layer-3 forwarding for a VLAN configured on the managed device:
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1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANs tab.
2. Select a VLAN from the VLANSs table.

3. Under Vlan Ids, select the VLAN ID number.

4. Navigate to the IPv4 tab for the selected VLAN ID.

5. Click IP Address Assignment to expand it.

6. Inthe IP assignment field, configure the VLAN to either obtain an IP address dynamically (via DHCP or
PPPoE) or to use a static IP address and netmask.

7. Click Submit.

8. Click Other Option to expand it.

9. Set Inter-VLAN routing to Disabled.

10. Click Submit.

11. Click Pending Changes.

12. In the Pending Changes window, select the check box and click Deploy changes.

Configuring Source NAT to Dynamic VLAN Address

When a VLAN interface obtains an IP address through DHCP or PPPoE, a NAT pool (dynamic-srcnat) and a
session ACL (dynamic-session-acl) are automatically created which reference the dynamically-assigned IP
addresses. This allows you to configure policies that map private local addresses to the public addresses
provided to the DHCP or PPPoE client. Whenever the IP address on the VLAN changes, the dynamic NAT pool
address also changes to match the new address.

You can configure the source NAT to dynamic VLAN address using the WebUI or CLI.

In the following example, the rule for a guest policy denies traffic to any network addresses.
1. In the Mobility Master node hierarchy, navigate to the Configuration > Roles & Policies > Policies
page.

2. Click + to add the policy guest with the session type MAC.
3. Select the new guest policy from the Policies table.
4.To add arule, click + in the Policies > guest table.
a. Select Deny from the Action drop-down list.
b. Select Any from the MAC address drop-down list.
c. Set Mirror to Disabled.
d. Click Submit.
e. Click Pending Changes.
f. Inthe Pending Changes window, select the check box and click Deploy changes.

The following CLI command specifies the rule for a guest policy that denies traffic to internal network
addresses:

(host) [mynode] (config) # ip access-list session guest
any network 10.1.0.0 255.255.0.0 any deny
any any any src-nat pool dynamic-srcnat

Configuring Source NAT for VLAN Interfaces

The example configuration in the previous section illustrates how to configure source NAT using a policy that
is applied to a user role. You can also enable source NAT for a VLAN interface to perform NAT on the source
address for o/l traffic that exits the VLAN.

All outbound traffic can enable NAT with the IP address of the VLAN interface as the source address; while the
locally routed traffic is sent without any address translation.
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IP NAT Inside and IP NAT Outside

In AOS-W, IP NAT Inside feature allows the user traffic to perform NAT with the desired IP address of the
managed device VLAN as the source address. Hence, no new routes need to be added to the existing wired
network for the user VLAN.

Traditionally, AOS-W supported only IP NAT Inside feature that was useful for only traffic going out of uplink
VLAN interface. However, the traffic that needed local routing was also going through unnecessary address
translation.

IP NAT Outside feature changes the source IP of all the packets coming from downstream network to the IP
address of the egress VLAN interface where IP NAT Outside is configured. This feature allows only outbound
traffic to perform NAT.

Important Points to Note
m All ports on the managed device are assigned to VLAN 1 by default. Do not enable the IP NAT Inside
option for VLAN 1, as this prevents IPsec connectivity between the managed device and its IPsec peers.

m |P NAT Outside must be configured only on the Egress VLAN interface on the managed device, whereas IP
NAT Inside must be configured on each and every VLAN interface where the traffic is routed through
source NAT.

m [P NAT Outside and IP NAT Inside follow the same rate limit of 40 kbps.

m |P NAT Outside takes precedence over IP NAT Inside, whereas user-defined ACLs take precedence over |P
NAT configuration.

You can configure the source NAT for VLAN interfaces using the WebUI or CLI. Following is a sample

configuration.

Sample Configuration

In the following example, the managed device operates within an enterprise network. VLAN 1 is the outside
VLAN, and traffic from VLAN 6 is source network address translated using the IP address of the managed
device. The IP address assigned to VLAN 1 is used as the IP address of the managed device; thus traffic from
VLAN 6 would be source network address translated to 66.1.131.5:

Figure 11 Example: Source NAT using the IP Address of Managed Device
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The following procedure configures source NAT for VLAN interfaces:

1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANSs tab.
Click + to configure VLAN 6 (VLAN 1 is configured through the Initial Setup).

a. Enter 6 for the VLAN ID.
b. Click Submit.
2. Select VLAN 6.
a. Navigate to the IPv4 tab for VLAN 6.
b. Click IP Address Assignment to expand it.
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c. Enter 192.168.2.1 for the IP address.

d. Click Submit.

e. Click Other Option to expand it.

f. Set NAT Inside to Enabled.

g. Click Submit.

h. Click Pending Changes.

i. Inthe Pending Changes window, select the check box and click Deploy changes.
3. Select VLAN 1.

a. Navigate to the IPv4 tab for VLAN 1.

b. Click IP Address Assignment to expand it.

c. Enter 66.1.131.5 for the IPv4 address.

d. Click Submit.

e. Click Other Option to expand it.

f. Set NAT Outside to Enabled.

g. Click Submit.

h. Click Pending Changes.

i. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI command configures source NAT for VLAN interfaces:
(host) [mynode] (config) #interface vlan 1

ip address 66.1.131.5 255.255.255.0

ip nat outside
(host) [mynode] (config) #interface vlan 6

ip address 192.168.2.1 255.255.255.0

ip nat inside

Both Fast Ethernet and Gigabit Ethernet ports can be set to access or trunk mode. A port is in access mode
enabled by default and carries traffic only for the VLAN to which it is assigned. In trunk mode, a port can carry
traffic for multiple VLANS.

For a trunk port, specify whether the port will carry traffic for all VLANs configured on the managed device or
for specific VLANs only. You can also specify the native VLAN for the port. A trunk port uses 802.1q tags to
mark frames for specific VLANs, However, frames on a native VLAN are not tagged.

HOTE

For more information on configuring trusted and untrusted ports or VLANSs, see Configuring Trusted or Untrusted
Ports and VLANs on page 134

Classifying Traffic as Trusted or Untrusted

You can classify wired traffic based not only on the incoming physical port and channel configuration, but also
on the VLAN associated with the port and channel.

The following sections describe:

m About Trusted and Untrusted Physical Ports on page 130

m About Trusted and Untrusted VLANs on page 131

About Trusted and Untrusted Physical Ports

Physical ports on the managed device are trusted and usually connected to internal networks by default,
while untrusted ports connect to third-party APs, public areas, or other networks to which you can apply
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access controls. When you define a physical port as untrusted, traffic passing through that port needs to go
through a predefined access control list policy.

About Trusted and Untrusted VLANs

You can also classify traffic as trusted or untrusted based on the VLAN interface and port or channel. This
means that wired traffic on the incoming port is trusted only when the port's associated VLAN is also trusted;
otherwise the traffic is untrusted. When a port and its associated VLANs are untrusted, any incoming and
outgoing traffic must pass through a predefined ACL. For example, this setup is useful if your company
provides wired user guest access, and you want guest user traffic to pass through an ACL to connect to a
captive portal.

You can set a range of VLANSs as trusted or untrusted in trunk mode. The following table lists the port, VLAN
and the trusted or untrusted combination to determine if traffic is trusted or untrusted. Both the port and
the VLAN have to be configured as trusted for traffic to be considered as trusted. If the traffic is classified as
untrusted, then traffic must pass through the selected session access control list and firewall policies.

Table 18: Classifying Trusted and Untrusted Traffic

Port VLAN Traffic Status
Trusted Trusted Trusted
Untrusted Untrusted Untrusted
Untrusted Trusted Untrusted
Trusted Untrusted Untrusted

AVLAN on the managed device obtains its IP address in one of the following ways:

m You can manually assign a static IP address to a VLAN. This is the default method and is described in
Assigning a Static IP Address to a VLAN on page 131. At least one VLAN on the managed device must be
assigned a static IP address.

m Dynamically assigned from a DHCP or PPPoE server. This is described in Configuring a VLAN to Receive a
Dynamic Address on page 132.

Assigning a Static IP Address to a VLAN

You can manually assign a static IP address to a VLAN on the managed device using the WebUI or CLI. At least
one VLAN on the managed device should have a static IP address.
The following procedure assigns a static IP address to a VLAN:

1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANSs tab.
Select a VLAN from the VLANS table, and then select a VLAN ID under Vlan Ids.

2. Under IPv4, select Static from the IP assignment drop-down list.

3. Enter the IPv4 address of the VLAN interface.

4. Select the Option-82 check box to forward the circuit-specific information to the DHCP server.
5. Enter an MTU value for the VLAN, between 1280 and 1500.

6. Enable or disable Suppress ARP. If enabled, the managed device prevents flooding of ARP broadcasts
on all untrusted interfaces. This is disabled by default.

7. Click Submit.
8. Click Pending Changes.
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9. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI command assigns a static IP address to a VLAN:
(host) [mynode] (config) #interface vlan <vlan>
ip address <ipaddr> <ipmask>

Configuring a VLAN to Receive a Dynamic Address

In a branch office, you can connect a managed device to an uplink switch or server that dynamically assigns IP
addresses to connected devices. For example, you can connect the managed device to a DSL or cable modem,
or a broadband remote access server. The following figure shows a branch office where a managed device
connects to a cable modem. VLAN 1 has a static IP address, while VLAN 2 has a dynamic IP address assigned
via DHCP or PPPoE from the uplink device.

The following restrictions apply when enabling the DHCP or PPPoE client on the managed device:

m You can enable the DHCP or PPPoE client multiple uplink VLAN interfaces (up to four) on the managed
device; these VLANs cannot be VLAN 1.

=  Only one port in the VLAN can be connected to the modem or uplink switch.
m At least oneinterface in the VLAN must be in the up state before the DHCP or PPPoE client requests an IP
address from the server.

Figure 12 /P Address Assignment to VLAN via DHCP or PPPoE
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The following sections describe:
m Enabling the DHCP Client on page 132
m  Enabling the PPPoE Client on page 133

m Support for Multiple PPPoE Uplinks on page 133

m Default Gateway from DHCP or PPPoE on page 134
m  Configuring DNS or WINS Server from DHCP or PPPoE on page 134

Enabling the DHCP Client
The DHCP server assigns an IP address for a specified amount of time called a lease. The managed device
automatically renews the lease before it expires. When you shut down the VLAN, the DHCP lease is released.
The following procedure enables the DHCP client:
1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANS tab.
2. Select a VLAN from the VLANSs table, and then select a VLAN ID under Vlan Ids.
3. Under IPv4, select DHCP from the IP assignment drop-down list.
4. Enter the Client ID and select a link from the Uplink wired drop-down list.

5. Enter a priority value for the VLAN ID in the UpLink Priority field. All wired uplink interfaces have the
same priority by default. If you want to use an active-standby topology, then prioritize each uplink
interface by entering a different priority value (1- 4) for each uplink interface.

6. Enter the Uplink weight and MTU value for the VLAN, between 1280 and 1500.
7. Click Submit.

8. Click Pending Changes.

9. In the Pending Changes window, select the check box and click Deploy changes.
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In this example, the DHCP client has the client ID name myclient, and the interface VLAN 62 has an uplink
priority of 2:

(host) [mynode] (config) #interface vlan 62

(host) [mynodel] (config) #uplink wired vlan 62 priority 2

(host) [mynode] (config) #interface vlan 62 ip address dhcp-client client-id myclient

Enabling the PPPoE Client

To authenticate the BRAS and request a dynamic IP address, the managed device must have the following
configured:

m PPPOE user name and password to connect to the DSL network
m PPPOE service name: either an ISP name or a class of service configured on the PPPoE server
When you shut down the VLAN, the PPPOE session terminates.
The following procedure enables the DHCP client:
1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANSs tab.
2. Select the previously-created VLAN.
3. Select a VLAN from the VLANSs table, and then select a VLAN ID under Vlan Ids.
4. Under IPv4, select PPPoE from the IP assignment drop-down list.
5. Enter the Service name, User name, and Password for the PPPoE session.

6. Enter a priority value for the VLAN ID in the UpLink Priority field. All wired uplink interfaces have the
same priority by default. If you want to use an active-standby topology, then prioritize each uplink
interfaces by entering a different priority value (1- 4) for each uplink interface.

7. Enter an MTU value for the VLAN, between 1280 and 1500.

8. Click Submit.

9. Click Pending Changes.

10. Inthe Pending Changes window, select the check box and click Deploy changes.

In this example, a PPoE service name, username, and password are assigned, and the interface VLAN 14 has
an uplink priority of 3:
(host) [mynode] (config) #interface vlan 14
ip address pppoe
ip pppoe-service-name <Service_name>
pppoe-username <username>
ip pppoe-password <password>
(host) [mynode] (config) #uplink wired vlan 14 priority 3

Support for Multiple PPPoE Uplinks

When the same gateway IP address is assighed to multiple PPPoE links, the managed device is unable to install
multiple default routes with the same next-hop address. This results in routing issues and leads to health
check failure for the PPPoE links. To address this issue, starting AOS-W 8.4.0.0, a managed device can

be configured to support the same gateway IP address over multiple PPPoE uplinks. You can configure the
PPPoE default rroute in the datapath using the CLI.

The following CLI command displays the IP address used to configure PPPoE default route in the datapath:
(host) [mynode] (config) #interface vlan 5
ip pppoe-username <username>
ip pppoe-password <password>
ip pppoe-gateway-nat 192.168.1.2
|
(host) [mynode] (config) #show ip pppoe-info
pppoe-username <username>
ip pppoe-password <password>
ip pppoe-service-name <Service_name>
pppoe vlan: 3
gateway nat: enabled IP:192.168.1.2
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Default Gateway from DHCP or PPPoE

The following procedure specifies that the router IP address obtained from the DHCP or PPPoE server be
used as the default gateway for the managed devices:

1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Interfaces > IP Routes tab.
2. Click Dynamic Default Gateway to expand it. Select the following check boxes:
DHCP - Use DHCP when available to obtain default gateway.

PPPOE - Use PPPOE when available to obtain default gateway.
e Cellular - Use Cell interface when available to obtain default gateway.
3. Click Submit.
4. Click Pending Changes.
5. Inthe Pending Changes window, select the check box and click Deploy changes.

The following CLI command specifies the router IP that can as the default gateway for the managed devices:

(host) [mynode] (config) #ip default-gateway import {cell|cell-cost <cost>|dhcp|dhcp-cost
<cost>|pppoe | pppoe-cost <cost>}

Configuring DNS or WINS Server from DHCP or PPPoE
The DHCP or PPPoE server can also provide the IP address of a DNS server or NetBIOS name server, which
can be passed to wireless clients through the managed device's internal DHCP server.

For example, the following configures the DHCP server on the managed device to assign addresses to
authenticated employees; the IP address of the DNS server obtained by the managed device via DHCP or
PPPoE is provided to clients along with their IP address.

The following procedure configures the DNS or WINS server from DHCP or PPPoE:

. Inthe Managed Network node hierarchy, navigate to the Configuration > Services > DHCP tab.
. Enable the required DHCP server - IPv4 or IPv6.

. Under Pool Configuration, click +.

. Inthe Add New Pool Configuration window appears.

. For Pool Name, enter employee-pool.

. For Default Routers, enter 10.1.1.254.

. For DNS Servers, enable Import from DHCP/PPPoE.

. For WINS Servers, enable Import from DHCP/PPPoE.

9. For Network, enter 10.1.1.0 for IP address and 255.255.255.0 for IP mask.
10. Click Submit.

11. Click Pending Changes.
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12. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI command configures the DNS or WINS server from DHCP or PPPoE:
(host) [mynode] (config) #ip dhcp pool employee-pool

default-router 10.1.1.254

dns-server import

netbios—-name-server import

network 10.1.1.0 255.255.255.0

You can configure an Ethernet port as an untrusted access port or configure trusted and untrusted ports and
VLANSs in trunk mode. Use the following procedures to define access ports and VLANSs as trusted or
untrusted.
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NOTE

For more information on trusted vs untrusted ports and VLANSs, see Trusted and Untrusted Ports and VLANs on
page 130

Configuring an Ethernet port as an Untrusted Access Port

You can configure an Ethernet port as an untrusted access port, assign VLANs and classify them as untrusted,
and designate a policy through which VLAN traffic on this port must pass.

The following procedure configures an Ethernet port as an untrusted access port:

. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > Ports tab.

. Select the port you want to configure from the Ports table.

. Select the Trust check box to make the port trusted. The default is Untrusted.

. Inthe Mode drop-down list, select Access.

. From the VLAN drop-down list, select the VLAN whose traffic will be carried by this port.

. Select the VLAN trust check box to make the VLAN trusted. The default is Untrusted.

7. Inthe VLAN policy drop-down list, select the policy through which VLAN traffic must pass. You can
select a policy for both trusted and untrusted VLANSs.
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8. Select whether Tunneled node should be Enabled or Disabled.

9. Click Submit.

10. Click Pending Changes.

11. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI commands configure an Ethernet port as an untrusted access port:

(host) [mynode] (config) #interface range gigabitethernet <slot>/<module-start>/<port-start>-
<module-end>/<port-end>

(host) [mynode] (config-if)4#switchport access

)
(host) [mynode] (config-if)4#no trusted
(host) [mynode] (config-if)4#switchport access vlan <vlan>
(host) [mynode] (config-if)4#no trusted vlan <vlan>
(host) [mynode] (config-if)#ip access-group ap-acl session vlan <vlan>
(host) [mynode] (config-if)#ip access-group validuserethacl in
(host) [mynode] (config-if)#ip access-group validuserethacl out
(host) [mynode] (config-if)#ip access-group validuser session

Configuring Trusted and Untrusted Ports and VLANSs in Trunk Mode
The following procedures configure a range of Ethernet ports as untrusted native trunks ports, assign VLANs
and classify them as untrusted, and designate a policy through which VLAN traffic on the ports must pass.
The following procedure configures trusted and untrusted ports and VLANSs in trunk mode:

1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Interfaces > Ports tab.

2. Select the port you want to configure from the Ports table.

3. For Mode select Trunk.

4. To specify the native VLAN, select a VLAN from the Native VLAN drop-down list.

5. Choose one of the following options from the Allowed VLANs drop-down list to control the type of
traffic the port carries:

Allow all: The port carries traffic for all VLANS.

Allow specified VLANSs: The port carries traffic for all VLANSs selected. Click + to specify a VLAN. You
can select whether the VLAN is Trusted or Untrusted.

. Click Submit.
. Click Pending Changes.
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. Inthe Pending Changes window, select the check box and click Deploy changes.
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In the CLI

The following CLI commands configure trusted and untrusted ports and VLANSs in trunk mode:

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-if)#description <string>

(host) [mynode] (config-if)#trusted {vlan <word>}

(host) [mynode] (config-range)#switchport mode trunk

(host) [mynode] (config-if)#switchport trunk native vlan <vlan>

(host) [mynode] (config-range)#ip access-group test session vlan <vlan>

The IP address of the Mobility Master or managed device is used to communicate with external devices such
as APs.

IP addresses used by the Mobility Master or managed device are not limited to its own IP address.

You can set the IP address to the loopback interface address or to an existing VLAN ID address. This allows
you to force the IP address to be a specific VLAN interface or loopback address across multiple machine
reboots. Once you configure an interface to be the IP address of the Mobility Master or managed device, that
interface address cannot be deleted until you remove it from the IP configuration.

If the IP address is not configured, the IP address of the Mobility Master or managed device defaults to the
current loopback interface address. If the loopback interface address is not configured then the first
configured VLAN interface address is selected. Generally, VLAN 1 is the factory default setting, and thus,
becomes the IP address. You can configure the Mobility Master IP address using the WebUI or CLI.

The following procedure configures the Mobility Master IP address:

1. In the Mobility Master or Managed Network node hierarchy, select the device and navigate to the
Configuration > System > General page.

2. Expand the Switch IP address section.
3. Select the address you want to set as the IP address of the Mobility Master or managed device from the
IPv4 address or IPv6 address drop-down lists. This list only contains VLAN IDs with statically assigned IP

addresses. If you have previously configured a loopback interface IP address, then it will also appear in this
list. Dynamically assigned IP addresses, such as DHCP or PPPOE, do not appear.

In a native IPv6 deployment scenario, the configuration of IPv4 address is not mandatory. Hence, you can select
None from the IPv4 address drop-down list to remove the IPv4 address of the Mobility Master, when IPv6 address
is configured on the Mobility Master.

4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

Any change in the IP address of the Mobility Master or managed device requires a reboot.

7. In the Mobility Master node hierarchy, select the device and navigate to the Maintenance >
Software Management > Reboot page to reboot Mobility Master and apply the IP address update.

8. Click Yes to save the configuration.

9. Click Reboot.

10. Mobility Master boots up with the updated IP address of the selected VLAN ID.
The following CLI command configures the Mobility Master IPv4 address:
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(host) [mynode] (config) #controller-ip [loopback|vlan <vlan-id>]

The following CLI command removes the IPv4 address of the Mobility Master, when a valid IPv6 address is

configured during migration of pure IPv4 or dual-stack deployment to native IPv6 deployment:
(host) [mynode] (config) #no controller-ip

The loopback IP address is a logical IP interface that is used to communicate with APs. The loopback address is
used as the Mobility Master or managed device's IP address for terminating VPN and GRE tunnels, originating
requests to RADIUS servers, and accepting administrative communications. You configure the loopback
address as a host address with a 32-bit netmask. The loopback address is not bound to any specific interface
and is operational at all times. To use this interface, ensure that the IP address is reachable through one of the
VLAN interfaces. It will be routable from all external networks.

You must configure a loopback address if you are not using VLAN1 to connect the Mobility Master or
managed device to the network. If you do not configure the loopback interface address, then the first
configured VLAN interface address is selected. Generally, VLAN 1 is the factory default setting, and thus,
becomes the IP address. You can configure the loopback IP address using the WebUI or CLI.

The following procedure configures the loopback IP address:

1. In the Mobility Master or Managed Network node hierarchy, select the device and navigate to the
Configuration > System > General tab.

2. Expand the Loopback Interface section.

3. Enter an address into the IPv4 Address or IPv6 Address field, as required.

4. Click Submit.

5. Click Pending Changes.

6. Inthe Pending Changes window, select the check box and click Deploy changes.

If you are use the loopback IP address to access the WebUI, changing the loopback IP address will result in loss of

oy connectivity. It is recommended that you use one of the VLAN interface IP addresses to access the WebUI.

7. Inthe Mobility Masternode hierarchy, select the device and navigate to the Maintenance >
Software Management > Reboot page to reboot Mobility Master and apply the loopback IP address
update.

8. Click Yes to save the configuration.
9. Click Reboot.
10. Mobility Master boots up with the changed loopback IP address.

The following CLI command configures the loopback IP address:
(host) [mynode] (config) #interface loopback ip address <ipaddr>

The following procedure configures a static IP route (like a default route) on a Mobility Master:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > IP Routes tab.
2. Expand the IP Routes section.
3. Click + to add a static route to a destination network or host.
4. Select the IP Version.

5. Enter the Destination IP address and Destination network mask (255.255.255.255 for a host
route)

6. Select a forwarding setting:
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m Using Forwarding Router Address: Enter the nexthop IP address in dotted decimal format
(A.B.C.D). Optionally, enter the distance metric (cost) for this route. The cost prioritizes routing to the
destination. The lower the cost, the higher the priority.

m Using Null Interface: Designate a null interface.
7. Enter the Next hop IP address and Cost.

8. Click Submit.

9. Click Pending Changes.

10. Inthe Pending Changes window, select the check box and click Deploy changes.

The following CLI command configures a static IP route on a Mobility Master:
(host) [mynode] (config) #ip route <destip> <destmask> {ipsec <name> [<cost>]|null <0-
0>|<nexthop> [<cost>]}

Mobility Master supports GRE tunnels between managed device and other network devices that support GRE
tunnels. This section contains the following information:

m Layer-2 GRE Tunnels

m Layer-3 GRE Tunnels

m Directing Trafficinto the GRE Tunnel

m  Configuring Tunnel Keepalives

Layer-2 GRE Tunnels
Layer-2 GRE tunnels allow you to have the same VLAN in multiple locations (separated by a Layer-3 network)
and be connected. The forwarding method for a Layer-2 GRE tunnel is bridging.

However, the drawback of using Layer-2 GRE tunnels is that all broadcasts are flooded through the tunnel,
adding traffic load to the network and the managed devices. Starting from AOS-W 8.4.0.0, both trusted and
untrusted VLANSs are supported on a single Layer-2 GRE tunnel.

Figure 13 Layer-2 GRE Tunnel
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The traffic flow illustrated by Figure 13 is as follows:
1. The frame enters the source managed device (Controller-1) on VLAN 101.
The frame is bridged through Controller-1 into the Layer-2 GRE tunnel.
2. The frame is encapsulated in a GRE packet.

3. The GRE packet enters the network on VLAN 10, is routed across the network to the destination
managed device (Controller-2), and then exits the network on VLAN 20.

The source IP address of the GRE packet is the IP address of the interface in VLAN 10 in Controller 1.

4. The frame is de-encapsulated and bridged out of the destination managed device (Controller-2) on
VLAN 101.
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The following procedure configures a Layer-2 GRE tunnel for a source managed device and destination
managed device:
1. Inthe Managed Network node hierarchy, navigate to Configuration > Interfaces > GRE Tunnels.

2. Create a new GRE tunnel by clicking + below the GRE Tunnel table, or edit an existing GRE tunnel by
selecting an entry from the GRE Tunnel table.

3. Enter the corresponding GRE tunnel values for this managed device.

4. (Optional) Select the Enable keepalive checkbox to enable tunnel keepalive heartbeats. For more
information on this feature, see Layer-2 GRE Tunnels on page 138

5. Click Submit.
6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy changes.

8. Next, access the destination managed device and navigate to Configuration > Interfaces > GRE
Tunnels.

9. Select the tunnel ID of interest from the GRE Tunnel table.

10. Use the edit screen to configure the destination managed device.

11. (Optional) Select the Enable keepalive checkbox to enable tunnel keepalive heartbeats.
12. Click Submit.

13. Click Pending Changes.

14. In the Pending Changes window, select the check box and click Deploy changes.

Referring to Figure 13, the following are the required configurations to create the Layer-2 GRE tunnel
between controllers named Controller-1 and Controller-2:

IPv4 Controller-1 Configuration
(host) [mynode] (config) # interface tunnel 101
description “IPv4 Layer-2 GRE 101"
tunnel mode gre 1
tunnel source vlan 101
tunnel destination 192.168.1.1
tunnel keepalive
trusted
tunnel vlan 101
trusted vlan 101

IPv4 Controller-2 Configuration
(host) [mynode] (config) # interface tunnel 201
description “IPv4 Layer-2 GRE 201"
tunnel mode gre 1
tunnel source vlan 201
tunnel destination 192.168.2.1
tunnel keepalive
trusted
tunnel vlan 201
trusted vlan 201

The following command example configures a Layer-2 GRE tunnel for IPv6:

IPv6 Controller-1 Configuration

(host) [mynode] (config) # interface tunnel 301
description “IPv6 Layer-2 GRE 301"
tunnel mode gre 1
tunnel source ipvé vlan 301
tunel destination ipvé6 2001:1:2:2020::1
tunnel keepalive
trusted
tunnel vlan 301
trusted vlan 301
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IPv6 Controller-2 Configuration
(host) [mynode] (config) # interface tunnel 401
description “IPv6 Layer-2 GRE 401"
tunnel mode gre 2
tunnel source ipvé6 vlan 401
tunnel destination ipve 2001:1:2:1010::1
tunnel keepalive
trusted
tunnel vlan 401
trusted vlan 401

Layer-3 GRE Tunnels

The benefit of Layer-3 GRE tunnels is that broadcasts are not flooded through the tunnel, so there is less
wasted bandwidth and less load on the managed devices. The forwarding method for a Layer-3 GRE tunnel is
routing. By default, GRE tunnels are in IPv4 Layer-3 mode.

Figure 14 |Pv4 Layer-3 GRE Tunnel
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IPv6 encapsulated in IPv4 and IPv4 encapsulated in IPv6 are not supported. The only Layer-3 GRE modes supported
are IPv4 encapsulated in IPv4 and IPv6 encapsulated in IPv6.

The following sections describe:
m Layer-3 Tunnel Traffic Flow on page 140

m Limitations for Static IPv6 Layer-3 Tunnels on page 141

m Layer-3 GRE Tunnels on page 140

Layer-3 Tunnel Traffic Flow

The traffic flow illustrated by and is as follows:
1. The frame enters the source managed device (Controller-1) on VLAN 101.
The IP packet within the frame is routed through Controller-1 into the Layer-3 GRE tunnel.
2. The IP packet is encapsulated in a GRE packet.
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3. The GRE packet enters the network on VLAN 10, is routed across the network to destination managed
device (Controller-2), and then exits the network on VLAN 20.

The source IP address of the GRE packet is the IP address of the interface in VLAN 10 in Controller 1.

4. The IP packet is de-encapsulated and routed out of the destination managed device (Controller-2) on
VLAN 202.

Limitations for Static IPv6 Layer-3 Tunnels
AOS-W does not support the following functions for static IPv6 Layer-3 GRE tunnels:
m |Pv6 Auto-configuration and IPv6 Neighbor Discovery mechanisms do not apply to IPv6 GRE tunnels.
m The tunnel encapsulation limit and MTU discovery options are not supported on IPv6 GRE tunnels.
The following procedure configures an IPv4 Layer-3 GRE tunnel for Controller-1 and Controller-2:

1. In the source Managed Network node hierarchy, select Controller-1

1. Navigate to Configuration > Interfaces > GRE Tunnels. The GRE Tunnels page is displayed.

2. Create a new GRE tunnel by clicking + below the GRE Tunnel table, or edit an existing GRE tunnel by
selecting that entry in the GRE Tunnel table. The GRE Tunnel configuration options appear.

3. Click the IP Version drop-down list and select IPv4 or IPv6.

4. Enter the corresponding GRE tunnel values for the controller.

m To configure an IPv4 GRE tunnel, use values for Controller-1 based on the network shown in .
m To configure an IPv6 GRE tunnel, use values for Controller-1 based on the network shown in .

If a VLAN interface has IPv6 addresses configured, one of them is used as the tunnel source IPv6 address. If the
selected IPv6 address is deleted from the VLAN interface, then the tunnel source IP address is reconfigured with the
NOTE next available IPv6 address.

5. (Optional for IPv4 or IPv6 GRE Tunnels) Select Enable keepalive to enable tunnel keepalive heartbeats.
For more information on this feature, see Layer-3 GRE Tunnels on page 140

6. Click Submit.
7. Click Pending Changes.

8. Inthe Pending Changes window, select the check box and click Deploy changes
9. Next, log into Controller-2 and navigate to Configuration > Interfaces > GRE Tunnels.

10. Create a new GRE tunnel by clicking + below the GRE Tunnel table, or edit an existing GRE tunnel by
selecting that entry in the GRE Tunnel table. The GRE Tunnel configuration options appear.

11. Enter the corresponding GRE tunnel values for this controller.
m  To create an IPv4 L3 GRE tunnel, use the values for Controller-2 as shown in .
m  To create an IPv6 L3 GRE tunnel, use the values for Controller-2 as shown in .

12. (Optional for IPv4 or IPv6 GRE Tunnels) Select Enable keepalive to enable tunnel keepalive
heartbeats.

13. Click Submit.
14. Click Pending Changes.
15. In the Pending Changes window, select the check box and click Deploy changes.
The following CLI command examples configure an IPv4 Layer-3 GRE tunnel for IPv4 between two Switches:

Referring to, the following are the required configurations to create the IPv4 Layer-3 GRE tunnel between
controllers named Controller-1 and Controller-2:

IPv4 Controller-1 Configuration

(host) [mynode] (config) # interface tunnel 104
description “IPv4 L3 GRE 104"
trusted
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tunnel

mode gre ip

ip address 1.1.1.1 255.255.255.255
source vlan 10

destination 20.20.20.249

IPv4 Controller-2 Configuration
(host) [mynode] (config) # interface tunnel 204
description “IPv4 L3 GRE 204"
trusted
tunnel
mode gre ip
ip address 1.1.1.2 255.255.255.255
source vlan 20
destination 10.10.10.249

The following command example configures a Layer-3 GRE tunnel for IPv6:

IPv6 Controller-1 Configuration
(host) [mynode] (config) # interface tunnel 106
description “IPv6 Layer-3 GRE 106"
trusted
tunnel
tunnel mode gre ipv6
ipv6 address 2001:1:2:1::1
tunnel source ipv6 vlan 10
tunnel destination ipv6 2001:1:2:2020::1
IPv6 Controller-2 Configuration
(host) [mynode] (config) # interface tunnel 206
description “IPv6 Layer-3 GRE 206"
trusted
tunnel
tunnel mode gre ipv6
ipv6 address 2001:1:2:1::2
tunnel source ipv6 vlan 20
tunnel destination ipv6 2001:1:2:1010::1

Directing Traffic into the GRE Tunnel

You can direct traffic into a GRE tunnel by configuring a Static route, which directs traffic to the IP address of
the tunnel, or a Firewall policy (session-based ACL), that redirects traffic to the specified tunnel ID.
The following sections describe:

m  About Configuring Static Routes on page 142

m  Configuring a Firewall Policy Rule on page 143

About Configuring Static Routes

You can configure a static route that specifies the IP address of a tunnel as the next-hop for traffic for a
specific destination. See Configuring Static IP Routes on page 137 for detailed information on how to
configure a static route.

NOTE

While redirecting traffic into a Layer-3 GRE tunnel via a static route, be sure to use the tunnel IP address of the
controller as the next-hop, instead of providing the tunnel IP address of the destination controller.

Referring to, the following are examples of the required static route configurations to direct traffic into the
IPv4 Layer-3 GRE tunnel. for Controller-1 and Controller-2:

m Forthe controller named Controller-1:
(host) [mynode] (config) # ip route 20.20.202.0 255.255.255.0 1.1.1.1

m For the controller named Controller-2:
(host) [mynode] (config) # ip route 10.10.101.0 255.255.255.0 1.1.1.2
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NOTE

IP routing is enabled by default and should not be disabled under VLAN interferences for GRE to work.

Configuring a Firewall Policy Rule

Traffic redirected by a firewall policy rule is not forwarded to a tunnel that is “down” (see the next section,
Directing Traffic into the GRE Tunnel, for more information on how GRE tunnel status is determined).

The following procedure directs traffic into a GRE tunnel via a firewall policy:

1. On the Managed Network node hierarchy, navigate to the Configuration > Roles & Policies >
Policies tab.

2. Create a new firewall policy by clicking + below the Policies table. The Add Policy popup window
appears.

3. Enter the Policy Name.

4. For Policy Type, specify Session (the default).

5. Click Submit.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy changes

8. To create a new policy rule for that policy, select the new policy in the Policies table, then scroll to the
Add table (below the Policies table) section and click +.

a. Select the Rule Type and click OK.
b. Specify the IP Version.
c. For Action, select Permit or Deny.
d. Configure any additional settings.
9. Click Submit.
10. Click Pending Changes.
11. Inthe Pending Changes window, select the check box and click Deploy changes.

The following CLI command directs traffic into a GRE tunnel via a firewall policy (session-based ACL):

(host) [mynode] (config) #ip access-1list session <name>
<source> <destination> <service> redirect tunnel <id>

Configuring Tunnel Keepalives

The controller determines the status of a GRE tunnel by sending periodic keepalive frames on the Layer-2 or
Layer-3 GRE tunnel. When you enable tunnel keepalives, the tunnel is considered down when the keepalives
fail repeatedly.

If you configure a firewall policy rule to redirect traffic to the tunnel, traffic is not forwarded to the tunnel
until it is up. When the tunnel comes up or goes down, an SNMP trap and logging message is generated. The
remote endpoint of the tunnel does not need to support the keepalive mechanism.

The controller sends keepalive frames at 60-second intervals by default and retries keepalives up to three
times before the tunnel is considered down. You can change the default values of the intervals:

m For theinterval, specify a value between 1 and 86400 seconds.
m Fortheretries, specify a value between 1 and 30.

m Tointeroperate with Cisco network devices, use the cisco option.
The following procedure configures keepalives (Heartbeats):

1. In the Managed Network node hierarchy, navigate to the Configuration > Interfaces > GRE
Tunnels tab.
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2. Locate the tunnel ID for which you are enabling keepalives, and select it. The Edit GRE Tunnel screen
appears.

3. To enable tunnel keepalives and display the Heartbeat interval (seconds) and Heartbeat Retries
fields, select Enable keepalive toggle switch.

a. Specify a value for Heartbeat interval (seconds).The allowed value is between 1 and 86400
seconds.

The default value is 10 seconds.
b. Specify a value for Heartbeat Retries. The allowed value is between 1 and 30.
The default value is 3 retries.

4. Click Submit.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.

The following CLI command configures the keepalive heartbeats:
(host) [md] (config) #interface tunnel id
tunnel keepalive [<interval> <retries>] [cisco]

Configuring ICMP based GRE Tunnels

Starting from AOS-W 8.5.0.0, GRE tunnel will support ICMP based health-check feature to monitor the status
of WAN reachability from remote uplink. ICMP echo requests are periodically sent through the tunnel to a
user configured destination. For example in Figure 1, Switch A will send an ICMP echo request to Switch B to
ping the destination in WAN . If Switch A does not receive ICMP echo response, it will bring down the tunnel
to Switch B and the standby tunnel to Switch C will become active. This feature helps in detecting WAN /
Internet failure and will signal the controller to pass the traffic through the secondary / standby GRE tunnel.

Figure 16 /CMP based GRE Tunnel
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The following CLI command configures ICMP-based tunnel keepalives:
(host) [mynode] (config-submode) #tunnel keepalive icmp <ipaddr> <next-hop>

<next-hop> parameter must be configured for L2 tunnels only.

HOTE

AOS-W supports redundancy